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본 강의 자료는 한국생명정보학회가 주관하는 BIML 2023 워크샵 온라인 수업을 목적으로 

제작된 것으로 해당 목적 이외의 다른 용도로 사용할 수 없음을 분명하게 알립니다.

이를 다른 사람과 공유하거나 복제, 배포, 전송할 수 없으며 만약 이러한 사항을 위반할 경우 

발생하는 모든 법적 책임은 전적으로 불법 행위자 본인에게 있음을 경고합니다.



Bioinformatics & Machine Learning (BIML) 
Workshop for Life Scientists, Data Scientists, and Bioinformatians

안녕하십니까?

한국생명정보학회가 개최하는 동계 교육 워크샵인 BIML-2023에 여러분을 초대합니다. 생명정보학 

분야의 연구자들에게 최신 동향의 데이터 분석기술을 이론과 실습을 겸비해 전달하고자 도입한 

전문 교육 프로그램인 BIML 워크샵은 2015년에 시작하여 올해로 9차를 맞이하게 되었습니다. 

지난 2년간은 심각한 코로나 대유행으로 인해 아쉽게도 모든 강의가 온라인으로 진행되어 현장 

강의에서만 가능한 강의자와 수강생 사이에 다양한 소통의 기회가 없음에 대한 아쉬움이 있었

습니다. 다행히도 최근 사회적 거리두기 완화로 현장 강의가 가능해져 올해는 현장 강의를 재개

함으로써 온라인과 현장 강의의 장점을 모두 갖춘 프로그램을 구성할 수 있게 되었습니다.

BIML 워크샵은 전통적으로 크게 인공지능과 생명정보분석 두 개의 분야로 구성되었습니다. 올해 

AI 분야에서는 최근 생명정보 분석에서도 응용이 확대되고 있는 다양한 심층학습(Deep learning) 

기법들에 대한 현장 강의가 진행될 예정이며, 관련하여 심층학습을 이용한 단백질구조예측, 유전체

분석, 신약개발에 대한 이론과 실습 강의가 함께 제공될 예정입니다. 또한 싱글셀오믹스 분석과 

메타유전체분석 현장 강의는 많은 연구자의 연구 수월성 확보에 큰 도움을 줄 것으로 기대하고 

있습니다. 이외에 다양한 생명정보학 분야에 대하여 30개 이상의 온라인 강좌가 개설되어 제공되며 

온라인 강의의 한계를 극복하기 위해서 실시간 Q&A 세션 또한 마련했습니다. 특히 BIML은 각 분야 

국내 최고 전문가들의 강의로 구성되어 해당 분야의 기초부터 최신 연구 동향까지 포함하는 수준 

높은 내용의 강의가 될 것입니다.

이번 BIML-2023을 준비하기까지 너무나 많은 수고를 해주신 BIML-2023 운영위원회의 남진우, 

우현구, 백대현, 정성원, 정인경, 장혜식, 박종은 교수님과 KOBIC 이병욱 박사님께 커다란 감사를 

드립니다. 마지막으로 부족한 시간에도 불구하고 강의 부탁을 흔쾌히 허락하시고 훌륭한 현장 강의와 

온라인 강의를 준비하시는데 노고를 아끼지 않으신 모든 연사분께 깊은 감사를 드립니다. 

2023년 2월

한국생명정보학회장 이 인 석



강의개요

Pharmacogenomics in drug discovery and development

약물유전체학이란(pharmacogenomics) 유전체(genome) 수준에서 염기서열의 차이 또는 유전자 발

현 차이를 분석하여 개개인이 갖는 약물 반응의 차이를 규명하는 연구분야이다. 본 수업에서는 이

러한 개인별 약물 반응성을 고려한 약물 개발 과정에 대하여 알아보고 또한 개인별 유전자에 따

른 약물 반응을 연구/예측하는데 필요한 생명정보학적 접근 방식을 알아본다. 구체적으로는 약물

유전체학에 대한 기본 개념을 이해하고, 연구에 필요한 다양한 데이터베이스와 기본적인 생명정보

학적 알고리즘들에 대해서 다룬다.

강의는 다음의 내용을 포함한다:

  ⚫ Pharmacogenomics 기본 개념

  ⚫ Drug discovery and development 기본 개념

  ⚫ Protein representation features

  ⚫ Molecular representation features

  ⚫ 개인별 유전자 정보를 이용한 다양한 약물 개발 연구 소개

* 교육생준비물:

  강의 동영상 플레이가 가능한 컴퓨터

* 강의 난이도: 중급

* 강의: 남호정 교수 (광주과학기술원 전기전자컴퓨터공학부)
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INTRODUCTION TO 
PHARMACOGENOMICS 

Pharmacogenomic 

� The term pharmacogenetics was coined in the 1950s and 
captures the idea that large effect size DNA variants contribute 
importantly to variable drug actions in an individual (single 
gene-drug).  

� The term pharmacogenomics is now used by many to describe 
the idea that multiple variants across the genome that can 
differ across populations affect drug response. The 
International Conference on Harmonisation, a worldwide 
consortium of regulatory agencies, has defined 
pharmacogenomics as the study of variations of DNA and 
RNA characteristics as related to drug response. 

Dan M Roden et al., Lancet . 2019 Aug 10;394(10197):521-532. 

- 2 -



 

Pharmacogenomics Adds Precision to the Practice of Medicine, June 15, 2015 (Vol. 35, No. 12) 

https://www.genengnews.com/magazine/249/pharmacogenomics-adds-precision-to-the-practice-of-medicine/ 

https://blog.crownbio.com/pdx-personalized-medicine#_  
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Drug discovery and development 

Target 
discovery 

Hit 
screening 

Lead 
optimization 

Pre-
clinical Phase1 Phase2 Phase3 

High throughput 
screening 

3D Modeling 
SAR/QSAR 

Animal studies 

Safety / PK  
50~150 patients 

Efficacy 
100~200 patients 

Efficacy  
500~5000  patients 

ADME/PK 

Literature study  
KO/KD test 

Pharmacogenomics in  
drug discovery and development 

Interactions  w/ 
variations 

ADME/T 
(CYP450) 

Patients stratification 

Drug 
repositioning 

Target discovery 
w/ variations 

Target 
discovery 

Hit 
screening 

Lead 
optimization 

Pre-
clinical Phase1 Phase2 Phase3 
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Example 1 –  
TPMT 

Pharmacogenetics in 
Oncology  

� The thiopurine S-methyltransferase (TPMT) is a  
metabolizer of chemotherapeutic agents 6MP 
and azothiopurine (used mainly in blood-based 
malignancies) 

� TPMT deficiency leads to severe toxicity 
associated with treatment (potential mortality) 

Dan M Roden et al., Lancet . 2019 Aug 10;394(10197):521-532. 

Example 2 –  
CYP2D6 

� Cytochrome P450 2D6 (CYP2D6) is an enzyme that in 
humans is encoded by the CYP2D6 gene. CYP2D6 is 
primarily expressed in the liver.  

� In particular, CYP2D6 is responsible for the metabolism 
and elimination of approximately 25% of clinically used 
drugs, via the addition or removal of certain functional 
groups – specifically, hydroxylation, demethylation, and 
dealkylation. CYP2D6 also activates some prodrugs. 

Dan M Roden et al., Lancet . 2019 Aug 10;394(10197):521-532. 

- 5 -



KEY DATA RESOURCES 

12 

SNP ( ) 

https://en.wikipedia.org/wiki/Single-nucleotide_polymorphism 

- 6 -



13 

NCBI dbSNP 

https://www.ncbi.nlm.nih.gov/snp/?term=cyp2d6 

14 
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15 

gnomAD 

https://gnomad.broadinstitute.org/ 

16 https://gnomad.broadinstitute.org/ 
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https://www.pharmvar.org/htdocs/ar
chive/index_original.htm  

https://www.pharmvar.org/htdocs/archive/index_original.htm  
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http://www.cypalleles.ki.se/  

PharmVar 

20 
https://www.pharmvar.org/  
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https://www.pharmgkb.org/ 

PHARMGKB 

https://www.pharmgkb.org/ 
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Brief Bioinform . 2020 Dec 1;21(6):2066-
2083. doi: 10.1093/bib/bbz144. 

Resources for pan-cancer 
genomics profiles and tools 

24 

NCBI PubChem 

https://pubchem.ncbi.nlm.nih.gov/ 
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25 
https://pubchem.ncbi.nlm.nih.gov/ 

DrugBank 

https://go.drugbank.com/ 
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https://go.drugbank.com/ 

Genomics of Drug Sensitivity in Cancer (GDSC) 

https://www.cancerrxgene.org/ 

- 14 -



https://www.cancerrxgene.org/ 

PROTEIN REPRESENTATIONS 
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Why protein representations are necessary? 

Representation of proteins for machine-learning features that fully 
captured wide ranges of properties of the target molecule 

Types of protein representations  

� Protein descriptors 
– Amino Acid Composition (AAC) - 20D 
– Dipeptide Composition Descriptor - 400D 
– Tripeptide Composition Descriptor - 8000D 
– Composition, Transition and Distribution (CTD) - 147D 

 

� Protein embedding 
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Amino Acid Composition –AAC (20D) 

BMC Research Notes volume 11, Article number: 117 (2018)  

Dipeptide (400D) / Tripeptide (8000D) 
Composition 

- 17 -



Composition, Transition and Distribution (CTD), 
147D 

https://mran.microsoft.com/snapshot/2017-12-06/web/packages/protr/vignettes/protr.html 
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ProtVec (Asgari et al. ,PLoS ONE 10(11): e0141287, 2015) 

� Continuous distributed representation of biological sequences 
for deep proteomics and genomics 
– ProtVec: “unsupervised data-driven distributed representation for 

biological sequences” 
– Each sequence represented as n-dimensional vector 

• Characterizes biophysical and biochemical properties 
• Determined using neural networks 

Apply to proteins as well? → ProtVec 
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ProtVec 

� Use large corpus of sequences to train representation 
– E.g.) Swiss-Prot with 546,790 manually annotated and reviewed 

sequences  
– Break sequences into subsequences (i.e. biological words) 
– Training of the embedding through the Skip-gram neural network 

• for protein sequences: usage of a vector size of 100 and a context size of 
25  

• → every 3-gram is represented as a vector of size 100  

Asgari et al. ,PLoS ONE 10(11): e0141287, 2015 

MOLECULAR REPRESENTATION 

- 20 -



Why molecular representations are necessary? 

Representation of chemical compounds for machine-learning features 
that fully captured wide ranges of chemical and physical properties of 
the target molecule 

Types of molecular representations  

� Molecular descriptors 
� Molecular fingerprints 

- 21 -



Molecular descriptors 

� Molecular descriptors are numerical values that characterize 
properties of molecules 

� The goal of a molecular descript is to provide a numerical 
representation of molecular structure 

� There are numbers of molecular descripts vary in complexity 
of encoded information 

MW? 

194.08 

Molecular descriptors 

Grisoni F., Ballabio D., Todeschini R., Consonni V. (2018) Molecular Descriptors for Structure–Activity 
Applications: A Hands-On Approach. In: Computational Toxicology. Methods in Molecular Biology, vol 1800.  

1) 0D-descriptors (Molecular formula, i.e. Molecular weights, atom counts, bond counts),  
2) 1D-descriptors (Chemical graph, i.e. Fragment counts, functional group counts), 
3) 2D-descriptors (Structural topology, i.e. Wiener index, Balaban index, Randic index, 
BCUTS), 
4) 3D-descriptors (Structural geometry, i.e. WHIM, autocorrelation, 3D-MORSE, GETAWAY), 
5) 4D-descriptors (Chemical conformation, i.e. Volsurf, GRID, Raptor) 
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Molecular fingerprints 

� Fingerprint representations of molecular structure and 
properties are a particularly complex form of descriptors. 
Fingerprints are typically encoded as binary bit strings whose 
settings produce, in different ways, a bit “pattern” 
characteristic of a given molecule.  

� Fingerprints are designed to account for different sets of 
molecular descriptors, structural fragments, possible 
connectivity pathways through a molecule, or different types 
of pharmacophores. 

https://doi.org/10.1016/j.ymeth.2014.08.005 

Types of fingerprints 

Class Type Examples 

Structural based Pattern-based FP MACCS, PubChem, FP3, 
FP4 

Topological Path-based FP Daylight, FP2 

Circular FP ECFP2, ECFP4, ECFP6 

Pharmacophore FP 2D pharmacophore 

Neural network based Graph-based representation  GNN (graph convolutional 
network (GCN), graph 
attention network (GAT), 
gated graph neural 
network (GGNN), …) 

Molecular embedding seq2seq, mol2vec 
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Pattern based fingerprints 

•  SMARTS pattern    
   

Key position Key description Annotation 

11 *1~*~*~*~1 4M Ring 

12 [Cu,Zn,Ag,Cd,Au,Hg] Group IB, IIB 

13 [#8]~[#7](~[#6])~[#6] ON(C)C 

14 [#16] - [#16] S-S 

   

• PubChem       
 (881 bit vector) 

MACCS fingerprint SMARTS pattern  

Sections Description 

Section 1 (#0~#114) Hierarchic element counts 

Section 2 (#115~#262) Rings in a canonic Extended Smallest 
Set of Smallest Rings ring set 

Section 3 (#263~#326) Simple atom pairs 

Section 4 (#327~#415) Simple atom nearest neighbors 

Section 5 (#416~#459) Detailed atom neighborhoods 

Section 4 (#460~#712) Simple SMARTS patterns 

Section 4 (#713~#880) Complex SMARTS patterns 
� MACCS fingerprints (166 keys) 
� FP3, FP4 fingerprints from OpenBabel 

•  
-            

      
-     

PubChem fingerprints bit  description 

Path-based fingerprints 

https://docs.eyesopen.com/toolkits/python/graphsimtk/fingerprint.html#section-fingerprint-path 

•    linear fragment        
• (hashing)   

  fragment   

•  
-     

      
    

-      
-  resolution   

     
- Bit collision  bit space   

    
 

•  Fingerprints 
� FP2 fingerprints (1,021 bit vector) 
� RDK fingerprints, Layered fingerprints (RDKit), CDK fingerprints (CDK)  
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Morgan/Circular fingerprints 

https://docs.chemaxon.com/display/docs/Extended+Connectivity+Fingerprint+ECFP 

•          
   

• (hashing)      
   

•  
-       

   
-    
-     

    
  

-    

•  Fingerprints 
� Morgan/Circular fingerprints 
� ECFPs (ECFP4, ECFP6), FCFPs 

ECFP fingerprint    
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GNN 

� Graph neural networks (GNNs) are 
connectionist models that capture 
the dependence of graphs via 
message passing between the nodes 
of graphs. 

– Extract features by considering the 
structure of the data 

– Enables automatic feature extraction 
from raw inputs 

can embed the drug(molecule) into 
vectors which has topological structure 
information with edge and atom features

• With end to end learning, the 
model can learn data driven 
features https://arxiv.org/abs/1901.00596 

 : hidden embedding vector of node v at t-th GNN layer 

GNN Layer 

Message passing 
Update 

Readout 

Graph  
representation 

  
) : set of nodes adjacent to    

 

Graph Neural Network 

� Message Passing : aggregate information from neighbors 

–  

� Update : with message passing, update the hidden representation 

–  

� Readout : represent graph with all hidden representations 
–  

52 

- 26 -



Graph Neural Network 

� Message passing 
– Message : Information that flows between neighbors and the target node 

–  : function that aggregate neighbor information of target node at t 
time step with propagation rule 

–  

 

53 
,  

Graph Neural Network 

� Update 
– : function that update the t+1 time step hidden representation with t time step 

node representation and message passing 

–  

54 

 

,  
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� Readout 
–  : function that represent the graph calculated by all hidden 

representations 

–  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Graph Neural Network 

55 

� Semi –Supervised Classification with Graph Convolutional Networks (GCN) 
� Inductive Representation Learning on Large Graphs (GraphSAGE) 
� Neural Message Passing for Quantum Chemistry (MPNN) 
� Graph Attention Networks (GAT) 
� How Powerful Are Graph Neural Network? (GIN) 
� Analyzing Learned Molecular Representations for Property Prediction 

(DMPNN) 
 

 Various Message passing, Update, Readout function 

Graph Neural Network Models 

56 
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To be continued. 
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CYP450 VARIATIONS AND DRUG 
RESPONSES 

Pharmacogenomics and drug metabolism 

� A patient’s genetic makeup and their response to 
pharmaceutical drugs are seen with regards to their 
metabolism 

Ultra-rapid 
Metabolizer 

Normal 
Metabolizer 

Poor 
Metabolizer 

Under-dosed: 
Lack of efficacy 

Expected 
response 

Over-dosed: 
Adverse drug 

reactions 
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Cytochrome P450 enzymes 

� The super-family of cytochrome P450 enzymes has a crucial 
role in the metabolism of drugs 

� CYPs are the major enzymes involved in drug metabolism, 
accounting for about 75% of the total metabolism 

� Most drugs undergo deactivation by CYPs, either directly or by 
facilitated excretion from the body 

 
e.g. ) Proportion of antifungal drugs metabolized by different families of CYPs. 

https://en.wikipedia.org/wiki/Cytochrome_P450#Drug_metabolism 

CYP450 isozymes 

� Humans have 57 genes and more than 59 pseudogenes 
divided among 18 families of cytochrome P450 genes and 43 
subfamilies 

https://en.wikipedia.org/wiki/Cytochrome_P450#Drug_metabolism 
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CYP2D6 alleles 

 

https://www.futuremedicine.com/doi/10.2217/fmeb2013.1
3.130 

Related study: 
prediction of CYP2D6 haplotype function 

McInnes G, Dalton R, Sangkuhl K, WhirlCarrillo M, Lee S-b, Tsao PS, et al. (2020) Transfer learning enables prediction of CYP2D6 
haplotype function. PLoS Comput Biol 16(11): e1008399. https://doi.org/10.1371/journal.pcbi.1008399 
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Related study: 
prediction of CYP2D6 haplotype function 

� CYP2D6 is an enzyme expressed in the liver that is responsible 
for metabolizing more than 20% of clinically used drugs 

� More than 130 haplotypes comprised of single nucleotide 
variants (SNVs), insertions and deletions (INDELs), and 
structural variants (SVs) have been discovered and catalogued 
in the Pharmacogene Variation Consortium 

Related study: 
prediction of CYP2D6 haplotype function 

� Input 
– CYP2D6 Full genomic sequence (one hot 

vector) 
– 9 annotations (one hot vector) 

• Coding region, rare variants, deleterious, 
INDEL, methylation mark, DNase 
hypersensitivity, TF binding site, eQTL, active 
site 

� Output  
– Haplotype activity (No, Reduced, Normal 

activity) 
� Data 

– Pre-training with 50,000 randomly selecting 
a pair of CYP2D6 star alleles with curated 
function, Pre-training with 314 in vivo data 

– Fine-tuning with PharmVar data 
� Model – 3 CNN + 2 FC 

McInnes G, Dalton R, Sangkuhl K, WhirlCarrillo M, Lee S-b, Tsao PS, et al. (2020) Transfer learning enables prediction of CYP2D6 
haplotype function. PLoS Comput Biol 16(11): e1008399. https://doi.org/10.1371/journal.pcbi.1008399 
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McInnes G, Dalton R, Sangkuhl K, WhirlCarrillo M, Lee S-b, Tsao PS, et al. (2020) Transfer learning enables prediction of CYP2D6 
haplotype function. PLoS Comput Biol 16(11): e1008399. https://doi.org/10.1371/journal.pcbi.1008399 

McInnes G, Dalton R, Sangkuhl K, WhirlCarrillo M, Lee S-b, Tsao PS, et al. (2020) Transfer learning enables prediction of CYP2D6 
haplotype function. PLoS Comput Biol 16(11): e1008399. https://doi.org/10.1371/journal.pcbi.1008399 
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GENETIC VARIATIONS AND DRUG 
RESPONSES 

Related study: 
prediction of cancer cell sensitivity to drugs 

� Genomic features 
– MSI, variations, CNV 

� Simple neural network 
 
 

Menden, Michael P., et al. "Machine learning prediction of cancer cell sensitivity to drugs based on genomic and 
chemical properties." PLoS one 8.4 (2013): e61318. 

- 35 -



Related study: 
prediction of cancer cell sensitivity to drugs 

Menden, Michael P., et al. "Machine learning prediction of cancer cell sensitivity to drugs based on genomic and 
chemical properties." PLoS one 8.4 (2013): e61318. 

• Genomics of Drug Sensitivity in Cancer (GDSC) project 
• mutational status of 77 oncogenes 
• 639 cancer cell lines 
• 131 drugs 
• 67,488 possible drug response 
• 8-fold cross-validation 

Related study: 
prediction of cancer cell sensitivity to drugs 

• GDSC 
• 28,328 mutation positions in 567 genes 
• 787 cell lines 
• 244 drugs 

Chang, Yoosup, et al. "Cancer Drug Response Profile scan (CDRscan): A Deep Learning Model That Predicts Drug 
Effectiveness from Cancer Genomic Signature." Scientific reports 8.1 (2018): 8857. 
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Related study: 
prediction of cancer cell sensitivity to drugs 

Chang, Yoosup, et al. "Cancer Drug Response Profile scan (CDRscan): A Deep Learning Model That Predicts Drug 
Effectiveness from Cancer Genomic Signature." Scientific reports 8.1 (2018): 8857. 

• multi-fold cross validation (five-fold with each fold) 

PROTEIN SEQUENCE AND DRUG 
INTERACTIONS 
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Prediction of drug-target interaction 

Imatinib 

BCR/ABL fusion protein 

Druggable? 

DTI prediction using protein descriptors 

Chan, Keith CC, and Zhu-Hong You. "Large-scale prediction of drug-
target interactions from deep representations." Neural Networks 
(IJCNN), 2016 International Joint Conference on. IEEE, 2016. 

MFDR employed stacked Auto-Encoder(SAE) to abstract 
original features into a latent representation with a small 
dimension. With latent representation, they trained a 
support vector machine(SVM), which performed better 
than previous methods, including feature-and similarity-
based methods. 

Multi-scale features deep representations 
inferring interactions (MFDR) 
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DTI prediction using protein descriptors 

5fold cross-validation 

Chan, Keith CC, and Zhu-Hong You. "Large-scale prediction of drug-target 
interactions from deep representations." Neural Networks (IJCNN), 2016 
International Joint Conference on. IEEE, 2016. 

DTI prediction using protein sequence 

� Model 
– Input – Protein sequence, SMILES 
– Output – Binding affinity 
– Model – CNN for protein, DNN for drug 

 
� Contribution 

– first used CNN to learn representations 
of proteins 
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DTI prediction using protein sequence 

� Model 
– Input – Protein sequence, ECFP4 
– Output – Interaction/Non-interaction 
– Model – CNN for protein, DNN for drug 

 
� Contribution 

– Embedding representation of protein 
works well 

– Model can capture local residue 
patterns 

 

Lee I, Keum J, Nam H (2019) DeepConvDTI: Prediction of drug-target interactions via deep learning with convolution on protein 
sequences. PLoS Comput Biol 15(6): e1007129. https://doi. org/10.1371/journal.pcbi.1007129 

• Compare pooled convolution result with binding sites from sc-PDB 

• FKB1A [Enzyme] 

• MAPK2 [Kinase] 

Lee I, Keum J, Nam H (2019) DeepConvDTI: Prediction of drug-target interactions via deep learning with convolution on protein 
sequences. PLoS Comput Biol 15(6): e1007129. https://doi. org/10.1371/journal.pcbi.1007129 
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Ingoo Lee, Hojung Nam*, "Sequence-based prediction of binding regions and drug-target interactions", Under review. 

Ingoo Lee, Hojung Nam*, "Sequence-based prediction of binding regions and drug-target interactions", Under review. 
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GENE EXPRESSION AND DRUG 
RESPONSE 

Related study: 
prediction of cancer cell sensitivity to drugs 

Li, Min, et al. "DeepDSC: A Deep Learning Method to Predict Drug Sensitivity of Cancer Cell Lines." IEEE/ACM 
transactions on computational biology and bioinformatics (2019). 

• GDSC, CCLE 
• Transcriptomic feature 
• Morgan fingerprint 
• Autoencoder based feature extraction 
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Related study: 
prediction of cancer cell sensitivity to drugs 

Li, Min, et al. "DeepDSC: A Deep Learning Method to Predict Drug Sensitivity of Cancer Cell Lines." IEEE/ACM 
transactions on computational biology and bioinformatics (2019). 

• 10-fold cross-validation 
• Better performance than typical machine learning methods 
• Deep learning based feature extraction 

Related study: 
prediction of cancer cell sensitivity to drugs 

• TCGA for pre-training 
• GDSC for response prediction network 
• Using both of genomic and transcriptomic feature 
• Autoencoder based feature extraction 

Chiu, Yu-Chiao, et al. "Predicting drug response of tumors from integrated genomic profiles by deep neural networks." 
BMC medical genomics 12.1 (2019): 18. 
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Related study: 
prediction of cancer cell sensitivity to drugs 

Chiu, Yu-Chiao, et al. "Predicting drug response of tumors from integrated genomic profiles by deep neural networks." 
BMC medical genomics 12.1 (2019): 18. 

• Samples with mutation showed significantly different result compared 
to non-mutated samples 

 

• Transcriptomic feature 
• PPI for feature selection  
• SMILES 

 
• Attention based model  

� Interpretable 

Manica, Matteo, et al. "Toward explainable anticancer compound sensitivity prediction via multimodal attention-based 
convolutional encoders." Molecular Pharmaceutics (2019). 

Related study: 
prediction of cancer cell sensitivity to drugs 
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Related study: 
prediction of cancer cell sensitivity to drugs 

Contents 

� PART1 
– Introduction to pharmacogenomics 

• Drug discovery and development 
– Key data sources 
– Representations of proteins, chemicals 

 

� PART2 
– Studies related to pharmacogenomics based on machine learning 
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