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본 강의 자료는 한국생명정보학회가 주관하는 BIML 2023 워크샵 온라인 수업을 목적으로 

제작된 것으로 해당 목적 이외의 다른 용도로 사용할 수 없음을 분명하게 알립니다.

이를 다른 사람과 공유하거나 복제, 배포, 전송할 수 없으며 만약 이러한 사항을 위반할 경우 

발생하는 모든 법적 책임은 전적으로 불법 행위자 본인에게 있음을 경고합니다.



Bioinformatics & Machine Learning (BIML) 
Workshop for Life Scientists, Data Scientists, and Bioinformatians

안녕하십니까?

한국생명정보학회가 개최하는 동계 교육 워크샵인 BIML-2023에 여러분을 초대합니다. 생명정보학 

분야의 연구자들에게 최신 동향의 데이터 분석기술을 이론과 실습을 겸비해 전달하고자 도입한 

전문 교육 프로그램인 BIML 워크샵은 2015년에 시작하여 올해로 9차를 맞이하게 되었습니다. 

지난 2년간은 심각한 코로나 대유행으로 인해 아쉽게도 모든 강의가 온라인으로 진행되어 현장 

강의에서만 가능한 강의자와 수강생 사이에 다양한 소통의 기회가 없음에 대한 아쉬움이 있었

습니다. 다행히도 최근 사회적 거리두기 완화로 현장 강의가 가능해져 올해는 현장 강의를 재개

함으로써 온라인과 현장 강의의 장점을 모두 갖춘 프로그램을 구성할 수 있게 되었습니다.

BIML 워크샵은 전통적으로 크게 인공지능과 생명정보분석 두 개의 분야로 구성되었습니다. 올해 

AI 분야에서는 최근 생명정보 분석에서도 응용이 확대되고 있는 다양한 심층학습(Deep learning) 

기법들에 대한 현장 강의가 진행될 예정이며, 관련하여 심층학습을 이용한 단백질구조예측, 유전체

분석, 신약개발에 대한 이론과 실습 강의가 함께 제공될 예정입니다. 또한 싱글셀오믹스 분석과 

메타유전체분석 현장 강의는 많은 연구자의 연구 수월성 확보에 큰 도움을 줄 것으로 기대하고 

있습니다. 이외에 다양한 생명정보학 분야에 대하여 30개 이상의 온라인 강좌가 개설되어 제공되며 

온라인 강의의 한계를 극복하기 위해서 실시간 Q&A 세션 또한 마련했습니다. 특히 BIML은 각 분야 

국내 최고 전문가들의 강의로 구성되어 해당 분야의 기초부터 최신 연구 동향까지 포함하는 수준 

높은 내용의 강의가 될 것입니다.

이번 BIML-2023을 준비하기까지 너무나 많은 수고를 해주신 BIML-2023 운영위원회의 남진우, 

우현구, 백대현, 정성원, 정인경, 장혜식, 박종은 교수님과 KOBIC 이병욱 박사님께 커다란 감사를 

드립니다. 마지막으로 부족한 시간에도 불구하고 강의 부탁을 흔쾌히 허락하시고 훌륭한 현장 강의와 

온라인 강의를 준비하시는데 노고를 아끼지 않으신 모든 연사분께 깊은 감사를 드립니다. 

2023년 2월

한국생명정보학회장 이 인 석



강의개요

Drug Target Prediction and Drug Repositioning 
with Graph Learning

약물-표적 관계 예측은 신약 개발 초기 단계에 필수적인 기술이며, 기존의 약물을 재활용하는 약

물 재창출 분야에도 밀접한 관련이 있는 기술이다. 그렇다면, 약물의 표적은 어떻게 예측할 수 있

을까? 이를 바탕으로 약물 재창출은 어떻게 할 수 있을까? In silico 기반의 약물-표적 관계 예측

은 약물과 약물, 약물과 질병, 질병과 유전자 등 여러 가지 상호작용을 고려해야 하기에 많은 어

려움이 따른다.

본 강의에서는 약물, 질병, 유전자 간 상호작용을 그래프로 학습하여 약물-표적 예측 및 약물 재창

출을 설명한다. 먼저 Random walk, Network propagation, Graph neural network 등 기본적인 그

래프 분석 기법들을 배우고, 이를 약물-표적 상관관계 분석/예측 및 약물 재창출 분야에서 효율적

이고 효과적으로 활용한 최신 사례를 소개한다.

강의는 다음의 내용을 포함한다. 

  ⚫ 그래프 마이닝 알고리즘

  ⚫ Graph neural network 기반의 딥러닝 기술 

  ⚫ 약물-표적 관계 예측(Drug-Target Interaction) 사례 및 기술

  ⚫ 약물 재창출(Drug repositioning) 사례 및 기술

* 교육생준비물: X (이론강의)

 

* 강의 난이도: 중급

* 강의: 김선 교수 (서울대학교 컴퓨터공학부) / 이상선 컴퓨터공학 박사
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• Part1 ( ):  (  ) 

 
• Part2 ( ): Preliminary of Graph Learning 

 
• Part3 ( ): Graph Learning for Drug Target Identification 

 
• Part4 ( ): Graph Learning for Drug Repurposing 
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PART 1 
  

3 

Why Learning Drug Representation is Difficult? 

• (Issue 1) Compound graph size vary significantly, which is 
quite difficult to deal with using GNN. 
 

• (Issue 2) Drug has quite a number of properties and learning 
drug representation is intrinsically multi-task learning. 
 

• Considering two issues together, it is really an open problem 
to learn drug representation.  These challenges are 
recurring in this lecture. 
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Cyanocobalamin 
(vitamin B12 dificiency) 

Trichlormethiazide 
(diuretic) 

Acetaminophen 
(fever/pain treatment) 

Methylchloroform 
(photoresist solvent) 

(central nervous system depressant) 

Non-Toxic 
Toxic 

( ) Graph Learning for Toxicity 

? 

similarity: 0.583 

Why Learning Drug Representation is Useful? 
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Learning Drug-Target Interaction 

• Given that learning drug representation is difficult, it 
becomes even more difficult to learn drug-target interaction 
(DTI)  because  

• Drug representation needed to be learned. 
• Representation of target proteins needs to be learned. 

 
 

• Well, another very complicating factor. 
• DTI should consider what happens after a drug targets a 

protein (gene) because genes function as a group in a 
very complex interaction.  
 

 
7 

Summary: Drug-Target Interaction 

8 

? 
    

? 
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True DTI: Compound-Protein-Cell 

9 

? 

    

Drug Re-positioning is Learning  
Representation of Heterogenous Networks. 

• Drug repositionign is to discover unknown association between  
drug  and disease. 
 

• Association between drug and disease is to discover distant 
relationship. 
 

• Thus, we need help! 
 

• Forutnately, we can use gene networks for this. 
 

• Weel, this becomes to learn representation of three heterogenous 
networks: drug – gene – disease. 
 
 10 
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PART 2 
Preliminary of Graph Learning  

11 

Contents 

• What is Graphs? 

• Example of Graphs in Bioinformatics 
 

• Preliminary 

• Random Walk-Based Node Embedding 

• Network Propagation 

• Network Centralities / Clustering 

• VAE / Collective VAE 

• Matrix Factorization 

• Graph Neural Network 

12 
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What is Graph? 
 
• General concept of graph 

• Example of graphs in Bioinformatics 

 

13 

Graph 

• [Mathematics] A structure made of vertices and edges, =( , ) 

• [Abstract Data Type] An abstract data type representing relations or connections 

 

 

*slide from Thomas Kipf, University of Amsterdam 

D 

D 

14 
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Example of Graphs in Bioinformatics 
- related to DTI & DR 

• Relationships between genes, drugs, or diseases 

 

Protein-Protein Interaction (PPI) 
Network 

Biological Pathway 

Molecular Graph 

Drug-Drug Network 

Drug-Disease Network 

Protein-Disease Network 

15 

Example of Graphs in Bioinformatics 
- related to DTI & DR 

• PPI network & Biological pathway 
• Represents biological mechanisms via gene interactions 
• Can be utilized for learning states of data (ex. patient, cell-line, …) 

 

• Roles in the DTI & DR tasks 
• Identification of patients or cell-lines through multi-omics data 
• Bridge between drugs and disease 

 

 

 

 

 

 

 

Protein-Protein Interaction 
(PPI) Network 

Biological Pathway 
(Mullen, Joseph, et al., PloS One, 2016) 

16 
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Example of Graphs in Bioinformatics 
- related to DTI & DR 

• Molecular Graph 
• Represents information of drug or small molecule itself 
• Atom types, Bond types, Atom-Atom distance, Bond-Bond angles, … 

 

• Roles in the DTI & DR tasks 
• Used as inputs for learning drug’s structure, function, properties, .. 
• Used as ingredients for calculating drug-drug similarities 

 

 

 

 

 

 

(https://www.intechopen.com/chapters/52373) 

Molecular Graph 

17 

Example of Graphs in Bioinformatics 
- related to DTI & DR 

• Drug, Gene, Disease Network 
• Association between drugs, genes, and diseases 

 

• Roles in the DTI & DR tasks 
• Main inputs for learning drug targets and repurposing diseases 

 
• DTI: which drugs and genes interact? 
• DR: which drugs are used for other diseases? 

• Drug-disease association 
• Discover novel or new targets of approved drugs 

 

 

 

 

 

 

Drug-Disease Network 

Protein-Disease Network 

Drug-Drug Network 

18 
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Preliminary for Graph Learning 
 
• Random Walk-based Node Embedding 

• Network Propagation 

• Network Centralities / Clustering 

• VAE / Collective VAE 

• Matrix Factorization 

• Graph Neural Network 

 

19 

Random Walk-based Node Embedding 

20 

- 10 -



Random walk 

• An agent in the graph moves “randomly” along the graph topology to explore 
different nodes. 

 

21 

Random walk 

• An agent in the graph moves “randomly” along the graph topology to explore 
different nodes. 

 Is it really random? 

22 
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Random walk 

• An agent in the graph moves “randomly” along the graph topology to explore 
different nodes. 

 

 

 

 

 

 

 

 

 

Is it really random? 
 

According to probabilities! 

23 

Random walk 

• An agent in the graph moves “randomly” along the graph topology to explore 
different nodes. 

 

 

 

 

 

 

 

 

 

Is it really random? 
 

According to probabilities! 

“drug-drug similarity” 
“co-expression” 

“drug-disease association” 

…
 

24 
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Random walk-based Node Embedding 

• Inspired by word embedding in natural language processing 
• word2vec: learn word representations by co-occurrence in the sentences 
• Predict context words using a center word 

 

(Li, Bofang, et al., Data Science and Engineering, 2019) 

Example of word embedding (by 
similarity) 

Example of word2vec input 

(http://mccormickml.com/2016/04/19/word2vec-tutorial-
the-skip-gram-model/) 25 

Random walk-based Node Embedding 

• How to get the sentences from a graph? 
• Random walk! 

 

A 

B 

D 

C 

E 

F 

G 

H 

A � B  � D � E � G 
A � D � E � F � D � E � G 
A � B � C � H � G 
A � D � E � G 

…
 

26 
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Random walk-based Node Embedding 

• How to get the sentences from a graph? 
• Random walk! 

 

A 

B 

D 

C 

E 

F 

G 

H 

A � B  � D � E � G 
A � D � E � F � D � E � G 
A � B � C � H � G 
A � D � E � G 

…
 

A � D � E � F � D � E � G 

A � D � E � F � D � E � G 

A � D � E � F � D � E � G 

Make sentences by considering  
node co-occurrences 

27 

Random walk-based Node Embedding 

• DeepWalk 
• Generate node embeddings using random walks 

 

(Perozzi, Bryan, Rami Al-Rfou, and Steven Skiena., ACM SIGKDD, 2014.) 
28 
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Random walk-based Node Embedding 

• Exploration of graph 
• DFS: Depth-First Search 
• BFS: Breadth-First Search 

 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

29 

Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

30 
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Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

 
(special case; DeepWalk) 

31 

Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

 
(special case; DeepWalk) 

 
(More explore) 

 

 

 

32 
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Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

 
(special case; DeepWalk) 

 
(More explore) 

 

 

  
(walk local) 

33 

Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

 
(special case; DeepWalk) 

 
(More explore) 

 

 

  
(walk local) 

“node2vec” 

34 
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Random walk-based Node Embedding 

• Exploration of graph with different probabilities 
• The walk just transitioned from  to  and is now evaluating its next step out 

of node .  
• Edge labels indicate search biases . 

(Grover, Aditya, and Jure Leskovec., ACM SIGKDD, 2016.) 
 

35 

Network Propagation 

36 
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Network Propagation 

• Random walks are generated by transition probabilities. 
• The number of random walks is the number of samples used by the model 

(DeepWalk, node2vec). 

• So what if we create an infinite number of random walks of a certain 
length from one starting point and then measure the frequency of nodes 
observed in the walks? 

 

37 

Network Propagation 

• Propagate information of known nodes (= seeds) via network topology 
• Until certain steps, the amount of information (or flow) will be converged 

(Cowen, Lenore, et al., Nature Reviews Genetics, 2017) 
38 
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Network Propagation 

• Propagate information of known nodes (= seeds) via network topology 
• Until certain steps, the amount of information (or flow) will be converged 

 
• Random walk with re-start (RWR) 

(Cowen, Lenore, et al., Nature Reviews Genetics, 2017) 

 

39 

Advantages of Network Propagation 

• Looking at more distant neighbours that are up to two steps away (yellow; 
middle panel) again introduces many false positives.  

• Network propagation overcomes these problems by simultaneously 
considering all paths between genes (yellow; right panel).  

 

(Cowen, Lenore, et al., Nature Reviews Genetics, 2017) 
40 
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Advantages of Network Propagation 

• Network propagation considers and aggregates influence of all seeds via 
network topology 

• It can capture informative clusters of interest 

(Cowen, Lenore, et al., Nature Reviews Genetics, 2017) 
41 

Advantages of Network Propagation 

• Propagation of the signal from any of the three known disease genes 
(red) ranks the other known disease genes very highly, owing to the 
many paths between them.  

• Genes in yellow are ranked highly by alternative network analysis 
methods (which consider direct neighbours or shortest paths); however, 
these are false positives. 

(Cowen, Lenore, et al., Nature Reviews Genetics, 2017) 
42 
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Network Centralities / Clustering 

43 

Network Centralities  

• Centrality assign numbers or rankings to nodes within a graph corresponding to 
their network position.  

• "What characterizes an important vertex?” � How to define “important”? 

 

44 

Farahani, Farzad V., Waldemar Karwowski, and Nichole R. Lighthall. "Application of graph theory for identifying connectivity patterns in human brain networks: a systematic review." frontiers in 
Neuroscience (2019) 
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Network Centralities  

45 

Farahani, Farzad V., Waldemar Karwowski, and Nichole R. Lighthall. "Application of graph theory for identifying connectivity patterns in human brain networks: a systematic review." frontiers in 
Neuroscience (2019) 

1. Degree Centrality 
- defined as the number of links incident upon a node 

 
2. Closeness Centrality 

- is the average length of the shortest path between the node and all other nodes in the graph. 
 
3. Betweenness Centrality 

-  the number of times a node acts as a bridge along the shortest path between two other nodes. 
 
4. Eigenvector Centrality 

-  Measure of the influence of a node in a network. 
-  Measured by calculating the eigenvector of adjacency matrix   
-  Google's PageRank is based on the normalized eigenvector centrality 

Network Centralities  

46 

[1] Wikipedia: Network Centrality (https://en.wikipedia.org/wiki/Centrality#/media/File:Wp-01.png, retrieved 2022-11-15) 
[2] Lawyer, Glenn. "Understanding the influence of all nodes in a network." Scientific reports 5.1 (2015): 1-9. 

Different scores are assigned for different centralities 
- A centrality which is optimal for one application is often  

sub-optimal for a different application. 
- The optimal measure depends on the network structure of 

the most important vertices 
- Complex networks (e.g. disease networks) have 

heterogeneous topology; ranking its nodes with centrality 
possesses limitations [2]. 
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Menche, Jörg, et al. "Uncovering disease-disease relationships through the incomplete interactome." Science 347.6224 (2015): 1257601. 

Disease are interplay of multiple molecular processes 
- Disease-associated proteins interact with each other and cluster to form disease modules  
- Network clustering methods are utilized for detecting communities and modules 

Network Clustering  

yworks: Clustering Graphs and Networks, https://www.yworks.com/pages/clustering-graphs-and-networks) 

Widely-used Network clustering algorithms 
1. k-means clustering 

- partitions the graph into k clusters based on the location of the nodes such that their distance from the 
cluster’s mean (centroid) is minimum 

- The distance is defined using various metrics as Euclidean distance, Euclidean-squared distance, 
Manhattan distance, or Chebyshev distance. 

k-means clustering Hierarchical clustering 

Network Clustering  
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yworks: Clustering Graphs and Networks, https://www.yworks.com/pages/clustering-graphs-and-networks) 

Widely-used Network clustering algorithms 
2. Hierarchical clustering 

- Partitions the graph into a hierarchy of clusters. 
- The result is a dendrogram which can be cut based on a given cut-off value. 

k-means clustering Hierarchical clustering 

Network Clustering  

* Limitations of disease module-based approaches 
- available interactome and disease-related gene information are incomplete,  and do have sufficient coverage to 

map out disease modules 

Menche, Jörg, et al. "Uncovering disease-disease relationships through the incomplete interactome." Science 347.6224 (2015): 1257601. 

Network Clustering  
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VAE / Collective VAE 

51 

Variational Auto-Encoder (VAE) 

• A generative model that reconstructs input data from latent variables 

 

52 Kingma, Diederik P., and Max Welling. "Auto-encoding variational bayes." 
arXiv preprint arXiv:1312.6114 (2013). 
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Variational Auto-Encoder (VAE) 

• A generative model that reconstructs input data from latent variables 

 

53 Kingma, Diederik P., and Max Welling. "Auto-encoding variational bayes." 
arXiv preprint arXiv:1312.6114 (2013). 

< Generative Model > < Inference Model > 

Latent 
variables 

Input Output 

Collective VAE 

• Proposed model for item recommendation 

• Simultaneously recover user ratings (main task) and side information 

• Can be utilized for DTI & DR 
• Main task: drug-disease association 
• Side Information: drug information 

54 (Chen, Yifan, and Maarten de Rijke, Proceedings of the 3rd workshop on deep 
learning for recommender systems, 2018.) 
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Matrix Factorization 

55 

Matrix Factorization 

• A class of collaborative filtering algorithms used in recommender systems. 
• Decompose a matrix into tow lower dimensional matrices 

• Learn low dimensional latent embeddings of row/column 

56 
https://developers.google.com/machine-learning/recommendation/collaborative/matrix 
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Matrix Factorization 

• Minimize difference of  and  

57 
https://developers.google.com/machine-learning/recommendation/collaborative/matrix 

Matrix Factorization 

• Minimize difference of  and  
• How to handle unobserved cases? 

• Assume the value as 0. 
• Minimize the loss function with different weights 

 
 

58 
https://developers.google.com/machine-learning/recommendation/collaborative/matrix 
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Matrix Factorization (  Matrix Completion)  

Beyond Low Rank Matrix Factorization | Center for Big Data Analytics (utexas.edu) 

Example of item recommendation 
59 

Drug 

Target Gene / 
Disease 

• Standard matrix factorization is transductive. 
 
 

To prevent overfitting 

Matrix Factorization (  Matrix Completion)  

60 

• Standard matrix factorization is transductive. 
 
 
 
 

• All matrix completion approaches suffer from extreme sparsity of the 
observed matrix and the cold-start problem.  

 

To prevent overfitting 

(Ocepek, Uroš, Jože Rugelj, and Zoran Bosnić., Expert Systems with Applications, 2015.)  

Easy to learn & predict 

Hard to learn & predict 
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Matrix Factorization (  Matrix Completion)  

61 

• Standard matrix factorization is transductive. 
 
 
 
 
 

• Inductive Matrix Factorization (or Completion) 
• Can be interpreted as a generalization of the transductive multi-label 

formulation 

 
 
 
 

 

To prevent overfitting 

Matrix Factorization (  Matrix Completion)  

62 

• Inductive Matrix Factorization (or Completion) 
• Can be interpreted as a generalization of the transductive multi-label 

formulation 
 
 
 
 
 

• Positive-Unlabeled (PU) Matrix Completion 
• In case of DTI task, we collect positive pairs of drug and target protein. 
• It is difficult to “well-defined negative” data. 

 

 
 
 
 

 (Zeng, Xiangxiang, et al., Chemical Science, 2020) 

: the penalty of the unobserved entries 
toward zero 
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Graph Neural Network 

63 

Graph Neural Network 

*slide from Thomas Kipf, University of Amsterdam 
64 
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Recap: Convolutional Neural Networks (on grids) 

*slide from Thomas Kipf, University of Amsterdam 
65 

Graph Convolutional Networks (GCNs) 

*slide from Thomas Kipf, University of Amsterdam 
66 
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Graph Convolutional Networks (GCNs) 

*slide from Thomas Kipf, University of Amsterdam 

Vectorized form 

67 

Graph Convolutional Networks (GCNs) 

*slide from Thomas Kipf, University of Amsterdam 
68 
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Classification and link prediction with GNNs/GCNs 

*slide from Thomas Kipf, University of Amsterdam 
69 

Various GNNs - Isotropic 

70 
Dwivedi, Vijay Prakash, et al. "Benchmarking graph neural networks." arXiv preprint arXiv:2003.00982 (2020). 

• Different Aggregation and Update functions are utilized for GNNs 
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Various GNNs - Anisotropic 

71 
Dwivedi, Vijay Prakash, et al. "Benchmarking graph neural networks." arXiv preprint arXiv:2003.00982 (2020). 

• Different Aggregation and Update functions are utilized for GNNs 

• Learn weights of neighborhoods 

 

Summary of Part2 
 

72 
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Summary 

• Graph 
• A collection of interactions 
• Contains relationships between drugs, genes, and diseases 
• Heterogenous data types provide rich information but also cause 

technical challenges 
 

• Technologies 
• Random Walk-Based Node Embedding 
• Network Propagation 
• Network Centralities / Clustering 
• VAE / Collective VAE 
• Matrix Factorization 
• Graph Neural Network 

73 

PART 3 
Graph Learning for Drug Target Identification 

74 
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Contents 

• Current researches in DTI prediction 
 

 
• Future directions in DTI prediction 

• Heterogenous drug, gene, disease information 

• Downstream effect of drugs 

 
• Technologies for DTI 

• deepDTnet (Chemical Science, 2020) 

• Drug embedding with target information  
(Briefings in Bioinformatics, accepted) 

75 

Current researches in  
DTI prediction 

 

76 
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77 

Review on DTI research 

• Background: 
• AI approaches such as kernel-based, tree-based classifications, and neural 

network variations are recently applied to predicting affinity or interactions 
between small molecular drugs and protein targets. 

• DTI researches could be separated into three major parts: data preparation, 
model training, and prediction. 

 

78 

Overview of DTI prediction processes 
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Review on DTI research 

• Data preparation: 

• Compounds: 
• Chemical compounds can be described naturally in a human-readable format 

such as strings, graphs, or images. 
• Chemical fingerprints that represents the existence of constitutive 

substructures/scaffolds or common functional groups are also widely used. 

• Proteins: 
• Protein are represented as sequence of amino acids in most recent AI-based 

DTI researches. 
• To utilize protein 3D structures, it is common to convert it as chemically 

attributed spatial graphs. 
• Compared to the number of known amino acid sequences, number of known 

protein structures are much smaller. 

79 

Review on DTI research 

• Data preparation: 

80 

Formats and encoding schemes of compounds Formats and encoding schemes of proteins 
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Review on DTI research 

• Model training: 

 

•  Machine learning-based methods: 
• Decision tree, random forest 
• Support vector machine 
• Heterogeneous network 

 

• Deep learning-based methods: 
• Recurrent neural network (RNN), Natural language processing (NLP) 
• Convolutional neural network (CNN) 
• Graph neural network (GNN) 
• Variational autoencoder (VAE) or generative adversarial network (GAN) 

 

81 

Typical model architectures for DTI 

• Train compounds and proteins separately with two independent deep learning 
modules. 

• Combine latent vectors of compounds and proteins for interaction prediction. 

 

82 

…ztŸrk H, …zgŸr A, Ozkirimli E. Bioinformatics, 2018 
Tsubaki M, Tomii K, Sese J. Bioinformatics, 2019,. 
Huang K, Fu T, Glass L M, et al. Bioinformatics, 2020,. 

Compound training module Protein training module 

DeepDTA, Öztürk H et al.  CPI-Prediction, Tsubaki M et al. DeepPurpose, Huang K et al. 
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Drug – Target interaction 
 needs to consider  

downstream effects, gene expressions! 

Drug-target interactions and gene expression 

• Drug molecules intervene in the regulatory process by binding with 
specific target ligands. 

• Traditional treatment design based on physical parameters and external 
modalities or simple drug-target interactions are not sufficient for meeting 
clinical drug safety criteria or specifying variability among individuals. 

• Modeling of the integrated clinical data and multi-layer molecular 
interactions makes the drug responses predictable. 
 

84 

A systemic view of disease 

Yue R, Dutta A. Computational systems biology in disease modeling and control, review and perspectives[J]. npj Systems Biology and Applications, 2022, 8(1): 1-16. 

Analysis of disease and drug effect  
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Technologies for DTI 
• deepDTnet (Chemical Science, 2020) 

• Drug embedding with target information (Briefings in Bioinformatics, accepted) 

85 

Target identification among known drugs by deep 
learning from heterogenous networks 

Chemical Science, 2020 

86 
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Motivation 

• Drug target identification is a crucial process for drug discovery and effective treatment 
of human diseases 
 

• Unintended therapeutic effects or multiple drug-target interactions leading to off-target 
toxicities and suboptimal effectiveness 
 

• Experimental determination of drug-target interactions is costly and time-consuming 
 

• Challenge 
• the features learned from the unsupervised learning procedure did not capture non-

linearity 
• randomly selected drug–target pairs as negative samples often cause potential false 

positive rate 
 

• Approach: a network-based deep learning for in silico identification of molecular targets 
for known drugs 

• Embeds 15 types of chemical, genomic, phenotypic, and cellular networks 
• Generate biologically and pharmacologically relevant features through learning low-

dimensional but informative vectors for both drugs and targets 
• To address the lack of negative samples, they utilized Positive-Unlabeled (PU) setting 

 

87 

DeepDTnet 

• DeepDTnet is a deep learning methodology for new target identification 
and drug repurposing in a heterogeneous drug–gene–disease network 
embedding 15 types of chemical, genomic, phenotypic, and cellular 
network profiles. 

88 

Overview of deepDTnet 
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Model overview 

• Input: 
• 15 types of chemical, genomic, phenotypic, and cellular networks for 732 

drugs and 1,178 targets.  

 
• Output: 

• The likelihood of the pairwise interaction score between drugs and targets. 

 
• Methodology: 

• DeepDTnet learns low-dimensional vector representation of the features for 
each node in the heterogeneous network.  

• After learning the feature matrix for drugs and targets, deepDTnet applies 
PU-matrix completion to find the best projection from the drug space onto 
target (protein) space. 

• Finally, deepDTnet infers new targets for a drug ranked by geometric 
proximity to the projected feature vector of the drug in the projected space. 

89 

Model overview 

PU-matrix completion algorithm for the lack 
of publicly available negative samples 

Learn the low-dimensional vectors for 
drugs, diseases 

90 
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Heterogenous networks 

• Various databases are collected and utilized 
• Ex) drug-target network: DrugBank, Therapeutic Target Database, 

PharmGKB 
• Ex) disease-gene network: OMIM, CTD, HuGE navigator 

 

91 

Step1: low-dimensional representaions 

92 

- 46 -



Probabilistic Co-Occurrence matrix & 
Positive Pointwise Mutual Information 

• Network propagation learns both local and global topological information 
• After k step, a probabilistic co-occurrence matrix is obtained for each 

network 
 
 
 
• A positive pointwise mutual information (PPMI) matrix is calculated to 

obtain drug representaions 
 

93 

 : the original co-occurrence matrix,  
 : the number of rows 
 : the number of columns. 

Step1: low-dimensional representaions 

Stacked denoising autoencoder 
is utilized for learning low-
dimensional vectors 

94 
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Step2: PU-based matrix completion 

: the penalty of the unobserved entries 
toward zero 

Inductive matrix completion 

PU-matrix completion 

95 

Results: Perfomance of DTI prediction 

96 
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Results: The uncovered drug-target network 

97 

Summary 

• Deep learning model for learning heterogeneous drug-gene-disease 
newtork 

 

• Key points 
• Learn multiple chemical & genomic information as low-dimensional 

embeddings 

• Apply PU-matrix completion to address sparsity of postivie samples and lack 
of negative samples in DTI 

 

98 
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Improved Drug Response Prediction by Drug Target 
Data Integration via Network-based Profiling 

Briefings in Bioinformatics, 2023, accepted 

99 

Motivation 

• Drug response prediction is important for precision medicine in that it can 
help predict how a patient would react to a drug before the actual 
administration 
 

• Intuitively, use of drug target interaction (DTI) information can be useful for 
drug response prediction 
 

• Challenge:  use of DTI is difficult because existing drug response database 
such as CCLE and GDSC do not have information about transcriptome after 
drug treatment 
 

• Approach:  framework, NetGP that can improve existing deep learning-
based drug response prediction models by effectively utilizing drug target 
information. 

• a module to compute gene perturbation scores by the network propagation 
technique on a Protein-Protein Interaction (PPI) network 

• NetGP with the network propagation technique produces perturbation effects by 
the pharmacologic modulation of target gene 

• a model-agnostic way so that any existing DTI tool can be incorporated. 

100 
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Motivation 

• Drug response prediction is highly significant in precision medicine in 
that it can help predict how a patient would react to a drug before the 
actual administration. 

• Drug target information represents the mechanism of the drug affecting 
a cell thereby bridging the relationship between the two. 

101 

Model overview  

• Input 
• Drug response information from GDSC 
• Drug SMILES data from CADD 
• Protein-protein interaction network from STRING 
• Drug target information from GDSC and DrugBank 

 

• Model 
• TargetNet: drug target profile extraction algorithm 
• Placeholder drug response prediction method 

 
• Output 

• Drug response: IC50 or area under dose-response curve value 

102 

*GDSC: Genomics of Drug Sensitivity in Cancer  
*CADD: Chemoinformatics Tools and User Services 
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Overview of NetGP 

• Integration with existing tools in terms of 
embedding vector (in model-agnostic way) 

• Simulate a perturbation effect of a given drug using drug target information 
and PPI network  � network propagation 

103 

NetGP: Model detail 

104 

• Network propagation identifies affected 
candidate genes from drug target 
genes 
 

• Iteratively perform network propagation 
with enriched biological mechanisms 

• Network propagation prunes to 
biased seeds and network 
topology 

• Iteration will remove noises 

• Phase 1: network-based drug target profile extraction phase 
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NetGP: Model detail 

105 

• Phase 2: drug target profile integration 

• Embed  cell line, drug and drug target profile from NetGP 

• Any deep learning model can be replaced with Placeholder 

Results: Performance of Drug Response Prediction 

106 

• Traditional evaluation scheme • Unseen drugs during training 

• Drug response prediction performance gain by integrating TargetNet 
• 1st row: Placeholder method 

• 2nd row: Placeholder method + NetGP 
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Results: Gene importance analysis 

107 

• Drug example: Doxorubicin 

Results: Effect of Drug Target Information 

108 

• Use of drug target profile boosts prediction performance, especially for 
drugs with explicit target proteins known 
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Summary 

• Proposed a framework for improved drug response prediction by 
effectively exploiting drug target information 

 

• Key points 
• Presents a drug target profile extraction algorithm NetGP 

• Drug target profile from NetGP can be integrated to any exiting drug response 
prediction deep learning model 

109 

Summary of Part3 
 

110 
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Summary 

• Graph Learning for DTI  

• Current DTI studies focus only drugs and targets of interest. 

• Learning heterogenous relationships between drugs, genes, and 
diseases is important. 

• Downstream effects of drugs will improve drug-target idenfication 
and drug response prediction. 

 

111 

PART 4 
Drug Repurposing 

 

112 
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Contents 
• Introduction 
• Examples • Baricitinib • DrugCell • Deep learning approach to Antibiotic discovery • Literature-based approaches 

• Networks and Databases 

• Networks 
• PPI – STRING, BioGRID 

• Biological pathways – KEGG, Reactome 

• Disease networks – Diseasome, HDN, DGN 

• Comprehensive heterogeneous networks – Hetio, MSI 

• Databases 
• Drug Repurposing Hub 

• RepoDB 

• CTD 

• PharmacoDB 

• Technologies 

• Network analysis 
• Network centralities 

• Network clustering – K-means, Hierarchical 

• Network propagation – PropaNet, MLDEG 

• Network representation learning 
• word2vec – DeepWalk, node2vec, DREAMwalk 

• Graph Neural Network 
• Network-based drug repurposing: cases 

• SNF-cVAE (Knowledge-Based Systems, 2021) 

• CBPred (Cells, 2019) 

• DeepDR (Bioinformatics, 2019) 

• BiFusion (ISMB 2020) 

• DreamWalk (in review) 

 
 

Drug repositioning (or repurposing) 

Pushpakom, S., Iorio, F., Eyers, P. et al. Drug repurposing: progress, challenges and recommendations. Nat Rev Drug Discov 18, 41–58 (2019) 

• Repurposing of old drugs to treat diseases is 
increasingly becoming an attractive proposition. 

• Advantages of repurposing drugs 
• Risk of failure is lower 
• Time frame can be reduced 
• Less investment is needed 

→ Less risky and more rapid return in investment! 

- 57 -



Li, Michelle M., Kexin Huang, and Marinka Zitnik. "Graph Representation Learning in Biomedicine." arXiv preprint arXiv:2104.04883 (2021).

Representation learning for networks in biology and medicine. 

Pan, Xiaoqin, et al. "Deep learning for drug repurposing: Methods, databases, and applications." Wiley Interdisciplinary Reviews: Computational Molecular 
Science (2022) 

- 58 -



Disease and Biological Networks 

Protein-Protein Interaction 
Network of Heroin Use Disorder 

Chen, SJ., Liao, DL., Chen, CH. et al. Construction and 
Analysis of Protein-Protein Interaction Network of Heroin 
Use Disorder. Sci Rep 9, 4980 (2019) 

Multi-scale Interactome Network 

Ruiz, C., Zitnik, M. & Leskovec, J. Identification of disease 
treatment mechanisms through the multiscale 
interactome. Nat Commun 12, 1796 (2021) 

• Networks is a method of representing systemic biological interactions between various biological 
objects. 

• These networks or graphs are used to capture relationships between biological entities. 

Human Disease Network 

Goh, Kwang-Il, et al. "The human disease 
network." Proceedings of the National Academy 
of Sciences 104.21 (2007): 8685-8690. 

Baricitinib 

- Originally used for 
rheumatoid arthritis 
(RA). 
- Inhibitor of Janus 
Kinase (JAK). 

Baricitinib 

knowledge discovery 
& data mining 
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DrugCell 

Gene Ontology DB 
2,086 biological processes 

used 6 neurons per 
system 

• DrugCell is an interpretable deep learning model that simulates the response of human cancer 
cells to therapy. 

• DrugCell predictions might generalize to patient tumors and can be used to design synergistic 
drug combinations that significantly improve treatment outcomes. 

interpretable 
hierarchical 
system 

Kuenzi, Brent M., et al. "Predicting drug response and synergy using a deep learning model of human cancer cells." Cancer cell 38.5 (2020): 672-684. 

Antibiotic discovery 

gray: false positive predictions 
yellow: true positive predictions 

Stokes, Jonathan M., et al. "A deep learning approach to antibiotic discovery." Cell 180.4 (2020): 688-702. 
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•

•

•

•

•

Dsicovery of structurally divergent antibiotics 

Literature-based approaches 

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240. 
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Literature-based approaches 

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240. 

Literature-based approaches 

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240. 

PubMedBERT 

BioMegatron 

Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing." ACM Transactions on Computing for Healthcare (HEALTH) 3.1 (2021): 1-
23. 

Shin, Hoo-Chang, et al. "BioMegatron: Larger biomedical domain language model." arXiv preprint arXiv:2010.06060 (2020). 
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Networks 
Commonly used biological networks and disease networks 
 
Protein-protein interaction network (PPI) – STRING, BioGRID 
Biological pathways network – KEGG, Reactome 
Disease networks – Diseasome, HDN, DGN 
Comprehensive heterogeneous network – HetioNet, MSI 

PPI Network - STRING 
Browse COL5A1 protein in STRING  

STRING 
• Search Tool for the Retrieval of Interacting Genes/Proteins 
• Integrates all publicly available sources of protein-protein 

interaction information. 
• Automated text mining 
• Interaction experiments 
• Computational interaction predictions from co-expression 

• Statistics of latest version of STRING 
 

Category Count 

Organisms 14,094 

Proteins 67,592,464 

Interactions 20,052,394,041 

Szklarczyk, Damian et al. “The STRING database in 2021: customizable protein-protein networks, and functional 
characterization of user-uploaded gene/measurement sets.” Nucleic acids research vol. 49,D1 (2021) 
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PPI Network - BioGRID Browse HMGCR protein in BioGRID 

BioGRID 
• Biological General Repository for Interaction 

Datasets 
• Archives genetic and protein interaction data 

from various organisms. 
 

 
Category Count 

Protein/Genetic inter
actions 

2,551,504 

Chemical interactions 29,417 

Post translational mo
difications 

1,128,339 

Oughtred, Rose et al. “The BioGRID database: A comprehensive biomedical resource of curated protein, genetic, 
and chemical interactions.” Protein science : a publication of the Protein Society vol. 30,1 (2021) 

Biological Pathways Network - KEGG 
KEGG 
• Kyoto Encyclopedia of Genes and Genomes 
• A curated collection of biological information compiled 

from published material. 
• Includes information on genes, proteins, metabolic 

pathways, molecular interactions, and biochemical 
reactions associated with specific organisms. 

• Provides a relationship for how these components are 
organized in a cellular structure or reaction pathway. 
p53 signaling pathway from KEGG 

Statistics of KEGG 

Kanehisa, Minoru et al. “KEGG for taxonomy-based analysis of pathways and genomes.” Nucleic acids research, gkac963. 27 Oct. 2022 
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Biological Pathways Network - Reactome 
Reactome 
• Open source pathway database 
• Curated human pathways encompassing 

metabolism, signaling, and other biological 
processes. 

• Every pathway is traceable to primary literature. 
• Cross-reference to many other bioinformatics 

databases. 
• Provides data analysis and visualization tools. 
Statistics of Reactome 

Browse Signal Transduction pathway in Reactome 

Gillespie, Marc et al. “The reactome pathway knowledgebase 2022.” Nucleic acids research vol. 50,D1 
(2022) 

Disease Networks – Diseasome, HDN and DGN 

Goh, Kwang-Il, et al. "The human disease network." Proceedings of the National Academy of Sciences 104.21 (2007): 8685-
8690. 

Diseasome 
• A small subset of OMIM-based disease gene 

association. 
HDN: Human Disease Network 
• Projection of the diseasome bipartite graph. 
• Two diseases are connected if there is a gene that is 

implicated in both. 
DGN: Disease Gene Network 
• Two genes are connected if they are involved in the 

same disease. 
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Comprehensive Heterogeneous Networks - HetioNet 

HetioNet 
• An integrative network encoding knowledge from 

millions of biomedical studies. 
• Data were integrated from 29 public resources to 

connect meta-nodes. 
• Meta nodes (11 types): anatomy, biological 

process, cellular component, compound, disease, 
gene, molecular function, pathway, 
pharmacologic class, side effect, symptom 

• Meta edges (24 types) 

Sibutramine 

Phendimetrazine 

Hypertension 

Polycystic 
Ovary syndrome 

Himmelstein, Daniel Scott et al. “Systematic integration of biomedical knowledge prioritizes drugs for repurposing.” eLife vol. 6 e26726. 22 Sep. 2017 

HetionNet Web Interface 

Comprehensive Heterogeneous Networks - MSI 

MSI 
• Multiscale Interactome network 
• An integrative network of disease, proteins, 

biological functions and drugs. 
• Data were retrieved from 19 public databases. 
• Random walk-based method can be applied to 

capture the effects of drugs through a hierarchy 
of biological functions and protein-protein 
interactions. 

Ruiz, C., Zitnik, M. & Leskovec, J. Identification of disease treatment mechanisms through the multiscale interactome. Nat Commun 12, 1796 (2021)
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Databases 
Commonly used databases for Drug repositioning 
 
Drug Repurposing Hub 
repoDB 
CTD 
PharmacoDB 

Database Overview (graph view) 

Tanoli, Ziaurrehman, et al. "Exploration of databases and methods supporting drug repurposing: a comprehensive survey." Briefings in bioinformatics 22.2 (2021): 1656-
1678. 
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Database Overview (table view) 

Pan, Xiaoqin, et al. "Deep learning for drug repurposing: Methods, databases, and applications." Wiley Interdisciplinary Reviews: Computational Molecular 
Science (2022) 

Databases: Drug Repurposing Hub 

Drug Repurposing Hub 
• A curated and annotated collection of FDA-

approved drugs, clinical trial drugs, and pre-
clinical tool compounds with a companion 
information resource. 

• Hand-curated collection of compounds were 
experimentally confirmed and annotated with 
literature-reported targets. 

• Each drug information includes compound 
name, clinical phase, mechanism of action, and 
protein target. 
 
 
 Category Count 

Total samples 16,826 

Protein targets 2,183 

Unique compounds 7,934 

Drug indications 670 
Corsello, Steven M et al. “The Drug Repurposing Hub: a next-generation drug library and information resource.” Nature medicine vol. 23,4 (2017) 

Statistics of Drug Repurposing Hub 

Browse Sildenafil in Drug Repurposing Hub Web app 
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Databases: repoDB 

repoDB 
• A standard set of drug repositioning successes 

and failures that can be used to fairly and 
reproducibly benchmark computational 
repositioning methods. 

• Data were extracted from DrugCentral and 
ClinicalTrials.gov. 

• Each drug information includes compound 
name, clinical phase and disease name. 
 
 
 

Statistics of repoDB 

Brown, A., Patel, C. A standard database for drug repositioning. Sci Data 4, 170029 (2017) 

Category (status) Drug count 

Approved 2,162 

Suspended 78 

Terminated 518 

Withdrawn 336 

Databases: CTD 

CTD 
• Comparative Toxicogenomics Database 
• Provides manually curated information about 

chemical-gene or protein interactions, chemical-
disease, and gene-disease relationships. 

• Recent version of CTD offers a CTD Tetramer 
tool that generates potential molecular 
mechanistic pathways. 

CTD Tetramer tool 

Davis, Allan Peter et al. “Comparative Toxicogenomics Database (CTD): update 2023.” Nucleic acids research, gkac833. 28 Sep. 2022 

Browse Sildenafil in CTD Web app 
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Databases: PharmacoDB 

PharmacoDB 
• A web-application database that integrates 

multiple cancer pharmacogenomics datasets 
profiling approved and investigational drugs 
across cell lines from diverse tissue types. 

• Offers a standardized cell line, drug identifiers 
and data format for drug sensitivity 
measurements. 

• Included cell line data from.. 
• CCLE, CTRPv2, FIMM, GDSC1, GDSC2, 

GRAY, NCI60, PRISM, UHNBreast, gCSI 

Statistics of PharmacoDB 

Browse Paclitaxel in PharmacoDB Web app 

Feizi, Nikta et al. “PharmacoDB 2.0: improving scalability and transparency of in vitro pharmacogenomics analysis.” Nucleic acids research vol. 50,D1 (2022) 

Technology 
Network analysis technologies 
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Analytical algorithms describing human gene networks have 
been developed for three major tasks in disease research:  
 
1. Disease gene prioritization,  
2. Disease module discovery, and  
3. Stratification of complex diseases. 

Network analysis technologies 

Network-based Drug Repurposing Technologies 

SNF-cVAE (Knowledge-Based Systems, 2021) 
CBPred (Cells, 2019) 
DeepDR (Bioinformatics, 2019) 
BiFusion (ISMB 2020) 
Semantic Teleport (in revision) 
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The Main Issue for 
Network-based Drug Repurposing 

Discover drug-disease relationship using 
- Drug network 
- Gene network 
- Disease network  

 
 

•
•
•

•
•

 

Major Issues for Drug Repurposing 

• There are multiple ways to learn embedding vectors for drug 
• Drug-centered embeddings from Drug-drug, Drug-target, Drug-

disease. 
• Then, how to combine different views on drugs? 

 

• Three-way relationship among drug-gene-disease cannot be learned at 
once. 

• In the end, we need to deduce drug-disease binary relationship. 
• Basically, binary relationships are somehow combined on different 

layers, hierarchically. 
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Network-based Drug Repurposing Technologies 

SNF-cVAE (Knowledge-Based Systems, 2021) 
CBPred (Cells, 2019) 
DeepDR (Bioinformatics, 2019) 
BiFusion (ISMB 2020) 
Semantic Teleport (BioRxiv. In review) 

Network-based Drug Repurposing: Cases 

Jarada, Tamer N., Jon G. Rokne, and Reda Alhajj. "SNF–CVAE: computational method to predict drug–disease interactions using 
similarity network fusion and collective variational autoencoder." Knowledge-Based Systems 212 (2021): 106585. 
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Network-based Drug Repurposing: Cases 
SNF-CVAE 
• Input: 

• Drug-related similarity information 
• Drug-disease interactions 

• Method: 
• Similarity network fusion (SNF) 

• Drug similarity network using drug-related data sets and drug-disease interaction dataset. 
• Collective variational autoencoder (CVAE) 

• Training cVAE with drug similarity (from above) and drug-disease interaction. 
• Predicted drug candidates for potentially treating Alzheimer’s disease and Juvenile rheumatoid arthritis. 

Jarada, Tamer N., Jon G. Rokne, and Reda Alhajj. "SNF–CVAE: computational method to predict drug–disease interactions using 
similarity network fusion and collective variational autoencoder." Knowledge-Based Systems 212 (2021): 106585. 

Network-based Drug Repurposing: Cases 

Jarada, Tamer N., Jon G. Rokne, and Reda Alhajj. "SNF–CVAE: computational method to predict drug–disease interactions using 
similarity network fusion and collective variational autoencoder." Knowledge-Based Systems 212 (2021): 106585. 

SNF-CVAE 
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Network-based Drug Repurposing: Cases 

Xuan, Ping, et al. "Convolutional neural network and bidirectional long short-term memory-based method for predicting drug–disease associations." Cells 8.7 (2019): 705. 

Network-based Drug Repurposing: Cases 

CBPred 
• Input: 

• Drug similarity matrix (fingerprint-based) 
• Disease similarity matrix (MeSH-based) 

• Goal: 
• Enrich paths between drugs and diseases 

 
• Method: 

• Convolutional Neural Network (CNN) 
• Learn the association representation of drug-disease pairs from their similarities and 

associations. 
• Bidirectional LSTM (BiLSTM) 

• Learns path representation of drug-disease pair. 
• Provided a list of novel drug-disease associations for drug repositioning 

Xuan, Ping, et al. "Convolutional neural network and bidirectional long short-term memory-based method for predicting drug–disease associations." Cells 8.7 (2019): 705. 
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Network-based Drug Repurposing: Cases 

Xuan, Ping, et al. "Convolutional neural network and bidirectional long short-term memory-based method for predicting drug–disease associations." Cells 8.7 (2019): 705. 

CBPred 

R and D are easily constructed  
by comparing rows and colums as vectors. 
 
A is from prior knowledge. 

Network-based Drug Repurposing: Cases 

Xuan, Ping, et al. "Convolutional neural network and bidirectional long short-term memory-based method for predicting drug–disease associations." Cells 8.7 (2019): 705. 

CBPred 

CNN 
BiLSTM 

Concatenating A and R 

Concatenating AT and D 
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Network-based Drug Repurposing: DeepDR 

Zeng, Xiangxiang, et al. "deepDR: a network-based deep learning approach to in silico drug repositioning." Bioinformatics 35.24 (2019): 5191-5198. 

Network-based Drug Repurposing: DeepDR 
  
• Input: Integrated network of 10 different networks: 

• one drug-disease,  
• one drug-side-effect,  
• one drug-target and  
• seven drug-drug networks 

 
• Method: A three-step approach for drug repurposing 

1. Random walk-based representation of 10 networks 
1. Probabilistic co-occurrence matrix construction by random walks 
2. Shifted pointwise mutual information (PPMI) � factorization of co-occurrence matrix for 

network representation.  
2. Multi-modal deep autoencoder (MDA) based network fusion of 10 network representations 
3. Collective VAE for new drug-disease association prediction: uses 

1. Extracted features from MDA (side (auxiliary?) information) 
2. Known drug-disease associations 

 
• The predicted drug-disease associations were validated by the ClinicalTrials.gov database 

Zeng, Xiangxiang, et al. "deepDR: a network-based deep learning approach to in silico drug repositioning." Bioinformatics 35.24 (2019): 5191-5198. 
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Network-based Drug Repurposing: DeepDR 

Zeng, Xiangxiang, et al. "deepDR: a network-based deep learning approach to in silico drug repositioning." Bioinformatics 35.24 (2019): 5191-5198. 

Network-based Drug Repurposing: BiFusion 

Wang, Zichen, Mu Zhou, and Corey Arnold. "Toward heterogeneous information fusion: bipartite graph convolutional networks for in silico drug repurposing." Bioinformatics 36.Supplement_1 (2020): i525-i533. 
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Network-based Drug Repurposing: BiFusion 
BiFusion (Wang et al., ISMB 2020) 
• Input: 

• Drug-protein-disease heterogeneous network 
 

• Method: 3-step deep learning framework 
• A bipartite GCN encoder for drug-disease pair embedding 
• Bipartite graph attention to protein (gene or protein centric) 

• disease�protein 
• drug � protein 

• Bipartite graph attention from protein (gene or protein centric) 
• protein � disease 
• protein � drug 

Wang, Zichen, Mu Zhou, and Corey Arnold. "Toward heterogeneous information fusion: bipartite graph convolutional networks for in silico drug repurposing." Bioinformatics 36.Supplement_1 (2020): i525-i533. 

Network-based Drug Repurposing: BiFusion 
BiFusion (Wang et al., ISMB 2020) 
 

Wang, Zichen, Mu Zhou, and Corey Arnold. "Toward heterogeneous information fusion: bipartite graph convolutional networks for in silico drug repurposing." Bioinformatics 36.Supplement_1 (2020): i525-i533. 

Heterogeneous network of BiFusion 
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Network-based Drug Repurposing: DREAMwalk 
DREAMwalk (Bang et al., in revision) 
 

Network-based Drug Repurposing: DREAMwalk 
DREAMwalk (Bang et al., in preparation) 
• Input: 

• Drug-gene-disease heterogeneous network 
• Method: 

• Semantic multi-layer Guilt-by-association 
• Implemented by random walk with clinical knowledge-guided teleport 
• Teleport is performed to semantically similar neighbor drug/diseases 
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Network-based Drug Repurposing: DREAMwalk 
DREAMwalk (Bang et al., in preparation) 
• Method overview od overview

Network-based Drug Repurposing: DREAMwalk 
DREAMwalk (Bang et al., in preparation) 
• Results: 

• State-of-the-art drug-disease association prediction 
• Harmonious embedding space of both clinical and biological contexts 
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Network-based Drug Repurposing: DREAMwalk 
DREAMwalk (Bang et al., in preparation) 
• Results: 

• Drug repurposing for breast carcinoma and Alzheimer’s disease: well supported by literatures 

Summary of Drug Repurposing 

• There are multiple ways to learn embedding vectors for drug 
• Drug-centered embeddings from Drug-drug, Drug-target, Drug-disease. 
• Then, how to combine different views on drugs? 
• deepDR: Multi-modal deep autoencoder  
• SNF-cVAE: similarity network fusion 
• DreamWalk: semantic random walks 

 
• Three-way relationship among drug-gene-disease cannot be learned at once. 
• In the end, we need to deduce drug-disease binary relationship. 

• Basically, binary relationships are somehow combined on different layers, hierarchically. 
• deepDR: Multi-modal deep autoencoder; then cVAE for drug-disease 
• SNF-cVAE: similarity network fusion; then cVAE for drug-disease 
• BiFusion: protein-centric bipartite graph attention twice; then MLP for drug-disease 
• Zhang, Zhao et. al: row pairing from drug-drug, drug-disease, disease-drug matrices; path 

generation by aligning paired vectors; then CNN + LSTM for drug-disease 
• DreamWalk: semantic random walks; then drug-disease embedding in the same space; 

then similarity between drug vector and disease vector for drug-disease 
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