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e Transformer, Vision Transformer
e Contrastive learning

e Self-Supervised learning

e Fondation model

« &nZro| mAy:

Jong Chul Ye, "Geometry of Deep Learnig: A Signal Processing Perspective”, Springer, 2022
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At last — a computer program that
can beat a champion Go player past4at

 Deep Learning for Diabetic Retinopathy
(By Google Brain)

B Messidor-2: AUC, 99.0%; 95% (1, 98.6%-99,5%

100

JAMA | Original Investigation | INNOVATIONS IN HEALTH CARE DELIVERY

Development and Validation of a Deep Learning Algorithm
for Detection of Diabetic Retinopathy

in Retinal Fundus Photographs 07

Varun Gulishan, PhD; Lily Peng, MD, PhD; Marc Coram, PhD; Martin C, Stumpe, PhD; Derek Wu, BS; Arunachalam Narayanaswamy, PhD; E
Subhashini Venugopalan, MS; Kasumi Widner, MS; Tom Madams, MEng; Jorge Cuadros, OD, PhD; Ramasamy Kim, OD, DNB;
Rajiv Raman, MS, DNB; Philip C. Nelson, BS; Jessica L. Mega, MD, MPH:; Dale R. Webster, PhD
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[ Skin Cancer Detection by Deep Learning

+ Stanford Univ. Deep CNN(GoogleNet Inception v3)

Bertclacowmes % Epldwinalburkn Test set: Dermatologist Comparison (376 images)

* Epidermal malignant
| { Pﬁ Melanocytic benign

- * Melanocytic malignant
} g L i] Carcinoma: 135 images Melanoma: 130 images
Squamous cell carcinomas =g 8
—_— 1 1
X
’ Nevi
P— ‘EE X z 2
Q Q
= =
‘ LA L 5 5
. ) )
! Q Q
s . » 0 n
== Agonthm: AUC = 0.96 = Agorthm: AUC = 0.94
N = - ¢ Dermatologists (25) ¢ Dermatologsts (2)
Sebonhod kenkis @ Average Demmatoogst @  Average Dematologie
0 0
P 1 0 R
Sensitivity Sensitivity

Esteva et al. Nature, 2017

20162 8
National In: L =
Biomedical Imaging
and Bioengineering

an AMERICAN ASSOCIATION
?u of PHYSICISTS IN MEDICINE

rz'-w MAYO CLINIC
—~ @ CT Clinical
| Innovation Center

* Radiologist-selected abdominal CT patient
cases (10 training, 20 testing) with noise
inserted to simulate lower dose acquisitions

* Projection data converted into an open
format (user manual and reading tools
provided)

- Apr2016: Participants submit
reconstructed images or denoised
images to AAPM website

- Jun2016: Images read by
radiologists at the host site

- Aug 2016: Winners announced
at AAPM Annual Meeting

www.aapm.org/GrandChallenge/LowDoseCT ™




ey
0 The End of Radiology? 20163 112

“We should stop training radiologists now, it's

just completely obvious within five years deep
learning is going to do better than radiologists.

‘If you work as a radiologist, you are like Wile
E. Coyote in the cartoon; you're already over
the edge of the cliff, but you haven’t looked
down.’

T,

Jeffery Hinton 2016

0 The Era of Augmented Intelligence

7 ST THE LANCET
RSNA \\ -

Radiology: P IMAGI

Artificial Intelligence y - T ,' ANALYSIS

nature
machine
intelligence .«

IEEE TRANSACTIONS ON

4 Medic: oIne
Specding up Medical Imaging
Bload flow scans
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O Al role in healthcare

Clinical assessment:

« vitals, history, interview €< EMR/EHR analysis by Al

Making a diagnosis

Al driven analysis of lab tests, imaging, bio-signals

Treatment plan

Prescribe medication

Making a prognosis

Making referrals for advanced treatment

Surgical procedure




[ Other Al’s roles in healthcare

*  Workflow improvements
* Image enhancements
+ Segmentation
* Registration
* Quantification
* Retrievals

* Drug discovery

[ Classical vs Modern Al

Classical Al Modern Deep Learning

o a
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3 L L
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( ) s Image inputs ¢ @ ® ® @
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Image inputs oy 08 e R» o A
@ : SETTITT) %2 WA,
SETTTTT o a3 e v..'e
83% LLEEL] — g B o 21D
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Temporal inputs
A ] &) &
Feature ’
. . L » \
i _. Engineering f — v ® ®
o L
Multimodal Multimodal : :
inputs Input Hidden Hidden Hidden  Hidden  Output
layer layer 1 layer 2 layer 3 layer 4 layer

Esteva et al, Nature Medicine, (2019)




O Technical Challenges in Al for Healthcare

e Limited data

Overfitting - Vision Transformer

Cost of labeling - self-supervised learning
No paired reference > generative models
Data privacy > federated learning

Multi-modal data . Vision-language pretraing




d VGGNet:a CNN

224 x224x3 224x224x64

112x]112x 128

i|x 56 x 256

28x28x512 o TXTx512

XX 5l 1x1x4096 1x1x 1000
=

@ convolution+ReLU
max pooling

fully connected+ReLU

softmax

d Convolution

y — h * w Source pixel

New pixel value

3x3 filter

ylm,n] = Y hp,qlzfm —p,n — g

p,q=—1




4 Pooling Layer

224x224x64

pool

112x112x64
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224 downsampling .
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Single depth slice
X e 2 |4 max pooling
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O Nonlinearity
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O Nonlinearity is the Key for Learning!

\
s \ \
\ \
\
\ AV
\ ‘\
N \
\\ \ a»
N 4L
\\ - \‘ - __—“—

A CNN perfon;ms automatic assignment of
distinct linear representation depending on

1 Emergence of Hierarchical Features

. ) -
o - ) . >
;A s - - z -
N \«im L) ~
SEPERRERRA | <A el [CF S
A * 2 N - . -
== SN FRE

Deep neural il
networks learn
hierarchical feature

representations

hidden layer 1 hidden layer 2 hidden layer 3

http://klab.smpp.northwestern.edu/wiki/images/4/43/NTM2.pdf 20
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O Hiearchical Features in VGGNet

Resolution

O Information
Processing in Brain

()

RF size (°) Latency (ms)

80-100

58 70-90

48 60-80

14 \' 50-70

1 vi ‘ 40-60

Poggio et al NATURE|VOL 431 | 14 OCTOBER 2004

22
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d “The Jennifer Anniston Cell”

Selective response to Jennifer Aniston pictures

32

o X B W aeE R ™ s E

-JI.., Ln l... ..“L.... .._AL., L R ah . i ki

Neuron 1
“likes”
Jennifer Aniston

Quiroga et al., 2005, Nature

23

L Limitation of CNN

* QOverfitting: Especially critical in medical imaging

Example

Underfitting Overfitting

\

\
\/ Validation error

Training g error

Loss function

Number of iterations

Yamashita et al. Insights imaging (2018)
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O Transformer: Attention is All You Need
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1 Transformer Architecture

-[ Add & Normalize ]

Feed Forward Feed Forward

| 1
2 --e.- 22 ..e-.

»>
LayerNorm ( + )
¥ ¥
4 4
[ Self-Attention J
4 4
............. 4
Positi |
@)
« [N « [ HEN

Thinking Machine
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O VIiT: Vision Transformer
: Farewell to convolution

» First successful approach to introduce pure Transformer to vision.

Vision Transformer (ViT) Transformer Encoder

MLP
Head

Transformer Encoder

et 0 8) 08 9 6§ D5 0

* [ixtra learnable
[ Linear Projection of Flattened Patches ]

Multi-Head
Attention

e I A I

Norm

Embedded

I
|
I
|
|
|
|
|
|
|
|
|
|
|
|
|
' Patches

A Dosovitskiy, “an image worth 16 x 16 words for image recognition at scale”

0 Why ViT works better than CNN?

ViT can model long-range dependency between pixels.

ViT has more flat loss landscape than CNN (less overfitting).

ViT is less vulnerable to high frequency noise than CNN.

ViT is more shape-biased than CNN, like human (what we want!).

Loss landscape visualization Robustness to noisy frequency

—#— ResNet
—8— Vil

-5.0

ResNet

| ViT

A Accuracy (%)
S 5
=

01m 03n 057 07m 09
Noise frequency

Park et al, ICLR (2022)
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Self-Supervised Learning

O Limitation of Supervised Learning in Medical Al

Multiphase Cardiac CT Metal artifact removal

Phase 1 Phase 3

2%R-R Interval 0 30 0 0 30 30 (ms)

-15 -



O Yann LeCun’s Cake Analogy

& “Pure” Reinforcement Learning (cherry)
» The machine predicts a scalar
reward given once in a while.

> A few bits for some samples

& Supervised Learning (icing)
» The machine predicts a category
or a few numbers for each input

» Predicting human-supplied data
» 10-10,000 bits per sample

#@ Unsupervised/Predictive Learning (cake)

» The machine predicts any part of
its input for any observed part.

» Predicts future frames in videos
» Millions of bits per sample

@ (Yes, I know, this picture is slightly offensive to RL folks. But I'lLl make it up)

Slide courtesy of Yann LeCun’s ICIP 2019 talk

O Contrastive Learning

Negative 077’—‘§§§>
Anchor LEARNING
Negative
Anchor

Positive Positive

- 16 -




d Contrastive Loss

Anchor positive samples

l; = —1log exp(sim( zzd/ )/T)

N
1 Lkosti] exp(sim(z;, T)

Negative samples

exp(v - vt /7) ]

v, 07, v7)=—lo
fope ) 1gLXP('v-v+/T)+Eg=1eXP(”'”;/T)

d SimCLR

(Chen et al, ICML 2020)

. a
Maximize agreement ™
Zi < > Zj e RS04 Sup. R50(4x)
\ Iy 75 *Sup. RS0 e o i | FR50(4x)*
XE50(2x)%
g() g(*) - *R50(4x)
ull 3f *R1012:5 122
, ; ) *pso+ *R50(2x)
h; +— Representation — h; 0 o
‘ \ i ®p101 .
X
85| egs
'_
f() f() ®R34(2x)
i ®R18(2x)
3| g3y
50 [ *R18

0 50 100 150 200 250 300 350 400 450
Number of Parameters (Millions)
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O Data Augmentation

(f) Rotate {90°, 180°,270°} (g) Cutout (h) Gaussian noise (i) Gaussian blur (j) Sobel filtering

O Self-supervised learning with distillation with no label
(DINO)

Emerging Properties in Self-Supervised Vision Transformers

Mathilde Caron»>  Hugo Touvron'®  Ishan Misra!  Hervé Jegou!
Julien Mairal>  Piotr Bojanowski!  Armand Joulin!

! Facebook AI Research 2 Inria* 3 Sorbonne University

BN -5

Figure 1: Self-attention from a Vision Transformer with 8 x 8 patches trained with no supervision. We look at the self-attention of
the [CLS] token on the heads of the last layer. This token is not attached to any label nor supervision. These maps show that the model
automatically learns class-specific features leading to unsupervised object segmentations.

-18 -




J Contrastive Prediction in DINO

b Global crops

Feature
head

Teacher
backbone

Semantic features

CXR image

Self-supervision

v

Semantic features

Student
backbone

Feature
head

DINO Supervised

loss:
Q ‘pQIngI @ h“ ... .-

softmax

centering

] G B
 EShabdElERE
b e o

Figure 2: Self-distillation with no labels. We illustrate DINO in
the case of one single pair of views (z1, z2) for simplicity. The
model passes two different random transformations of an input
image to the student and teacher networks. Both networks have
the same architecture but different parameters. The output of the
teacher network is centered with a mean computed over the batch.
Each networks outputs a K dimensional feature that is normalized

with a temperature softmax over the feature dimension. Their Y ?

similarity is then measured with a cross-entropy loss. We apply a U

stop-gradient (sg) operator on the teacher to propagate gradients s . QO

only through the student. The teacher parameters are updated with ..- --
an exponential moving average (ema) of the student parameters. 3

- 19 -




d Self-Training with Noisy Student

CXR image

Teacher

Teacher

backbone

[:J Repeat

+ Noise

Student

Student
backbone

Pseudolabel

Self-train

\4

Class prediction

O Distillation for self-supervised and self-train learning
(DISTL): Park et al, Nature Comm 2022

CXR image

Global crops

( Teacher

Class

Teacher head

backbone

Feature
head

Pseudolabel

Semantic features

[’J @ Repeat
+ Noise I
( Student

Feature
head

Class
head

Student
backbone

\

© Self-supervision

l

—— Semantic features

—— Class prediction -

© Self

-
- @ Correction

Supervision
from small labels

-train
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Generative Models

] Deep Generative Learning

Samples from a Data Distribution Neural Network

@ -

Slide from CVPR 2022 Diffusion Model Tutorials

-21 -




O Various Way of Modeling Continuous Variables

« Various ways to model continuous random variables
— This taxonomic tree doesn’t count on “training methods”

Modeling Cont.

R.V.s
Explicit density Implicit
models distributions
I
Tractabl Sampling Score
ractabie functions functionst
~ Flow-based models Approximate - Generative - Score function-

- Autoregressive adversarial nets based generative
models /\ (GAN) A
V. log p(z)

Latent variable Unnormalized

models densities
- Variational — Energy—based
autoencoders (VAEs) models (EBMs)

*copied and modified from I. Goodfellow,

BR18ere, we refer to score function as the log-density gradient wrt. input, instead of well-known definition in
statistics

1 Generative Adversarial Nets (GAN)

mgin dist(ug, 1)

subjectto Uy — GQ#V

- 22 -




0 Generative Adversarial Nets (GAN)

Z
_, Real/
/ D Fake?
X
1 Generative Adversarial Nets (GAN)
Generative Adversarial Network (GAN) https://this—person—-does—not-exist.com/en

- 23 -




CycleGAN

/C\. /c\
Ivl @ {ﬂ.\;.

Van (.uogh ' Cezanne

J.-Y. Zhu, et al, CVPR, 2017

U Diffusion-based Generative Models

i‘l'ff"?:' i i O o e » Once the score model is trained to optimality,
Jj.. AN AN T S SO :

s e g AN ' © Qe sp(x) = Vp(x)
E:'—'ij'f_. —i———_’_j.;;v P L
Vo 'I".'I'{"T:" P TTLL  e « Example: Use Langevin dynamics to draw samples
e Ry [ Y S S R R S WU
;0\‘-*0 ; :f’/’é 0’0 P(vfo"o f 0f¢~0*

- - - - - " - ; ’f’,’ ’ Of ’t‘ \1
LR AN N S e X;+1 < X; + €Vilog p(x) + V2ez;
IR TR TR A T

L i=01,.. K
Loele e v e e e a s el t H_HF? = y L )

http://yang—song.github.io/blog/2021/score/
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U Diffusion-based Generative Models

-

StyleGAN2-ADA DDPM Reverse SDE
(Karras et al., 2020) (Ho et al., 2020) (Song et al., 2020)

R R https://openai.com/dall-e—2/

O Text-Guided Image Generation
“ A bowl of soup thatis a

“ An astronaut riding a horse portal to another dimension

in a photorealistic style" as digital art"

- 25 -




4 Image Super-Resolution

Conditional generation (SR)

b.io/blog/2021/: /

Vision-Language
Pretraining




d Single Stream Architecture: UNITER (Chen
et al 2019)

‘man with his dog on a couch )

Image Embedder Text Embedder
Image Feature ( Transformer \ 1 F.ea fure
R i e Al i e e e Lo
@ -®-
Cec] Emb| [Emb
R‘CNN Locahon ﬁ..w ‘ ‘ ‘ : : ‘ ‘ ; : :
man wnth his dog on a couch ™“~s\—

Slide courtesy from CVPR2022 tutorial

O Pretraining

Image Embedder UN ITER MOdel Text Embedder
Image Feature ( Transformor w Text F‘ealure

[IN]

‘ [} 4 . . [} '} . . ) ') 'Y é
[E_] Emb] [Emb
e

e —

man wuth his dog on a couch

dog [ <] EE - 01

UNITER ] UNITER ] UNITER ) ]
. ?‘ —~ . L) 4 . ) ?’ - 4 L) ) ) L) . - t ‘.
g man with his [MASK]--- @ man with his dog --- @ man with his dog [CLS]

Word Region Alignment (WRA
Masked Language Modeling (MLM) Masked Region Modeling (MRM) 9 +g (WRA)
Image-Text Matching (ITM)
[UNITER; Chen et al2019]

Slide courtesy from CVPR2022 tutorial
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1 Downstream Tasks: Visual Question Answering

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

2, B
Does it appear to be rainy?

Is this person expecting company?
What is just under the tree? Does this person have 20/20 vision?

[Antol etal., ICCV 2015]

Sliae courtesy from CVPR2022 tutorial

(0 Downstream Tasks: Image-Text Retrieval

“four people with ski poles in their hands in the snow”
“four skiers hold on to their poles in a snowy forest”
“a group of young men riding skis”

“skiers pose for a picture while outside in the woods”
“a group of people cross country skiing in the woods”

Slide courtesy from CVPR2022 tutorial
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O Downstream Tasks: Text-to-Image Attention

¢ A girl with a striped shirt is sitting on a bicycle

Slide courtesy from CVPR2022 tutorial

Foundation Models
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1 Foundation Models: A Future Al?

On the Opportunities and Risks of
Foundation Models

Rishi Bommasanl® Drew A Hudson Ehsan Adell Russ Altman  Simran Arora
Sydney von Arx Michael 8, Bernstein  Jeannette Bohg  Antoine Bosselut  Emma Brunskill
Erik Brynjolfsson  Shyamal Buch Dallas Card  Redrige Castellon  Niladri Chatterji
Annie Chen  Kathleen Creel  Jared Quincy Davis  Dorottya Demszky  Chris Donahue
Moussa Doumbouya  Esin Durmus  Stefano Ermon John Etchemendy  Kawin Ethayarajh
LiFei-Fei Chelsea Finn  Trevor Gale  Lauren Gillespie  Karan Goel Noah Goodman
Shelby Grossman  Neel Guha  Tatsunori Hashi Peter Hend, John Hewitt
Daniel E. Ho  Jenny Hong  Kyle Hsu  Jing Huang  Thomas leard  Saahil Jain
Dan Jurafsky  Pratyusha Kalluri  Siddharth Karamchetl  Geoff Keeling  Fereshte Khani
COmar Khattab  Pang Wei Koh  Mark Krass  Ranjay Krishna  Rehith Kuditipudi
Ananya Kumar  Faisal Ladhak  Mina Lee  Tony Lee  Jure Leskovee  Isabelle Levent Q;')
Xiang Lisa Li Xuechen L4 Tengyu Ma Al Malik  Christopher D. Manning Machine Learning al2P .
Suvir Mirchandani  Eric Mitchell Zanele Munyikwa Suraj Nalr  Avanika Narayan 4 Y Foundation Models

Decpauk Narayanan Ben Newman  Allen Nie  Juan Carlos Nicbles  Hamed Nilforoshan g
Julian IN)':rku Girny ()‘gul Laurel Orr  Isabel Papadimitrion  Joon Sung Park  Chiris Piech Emergence of... “how" foatures functionalities
Eva Partelance  CF pher Potts  Adit Ragh h Rob Reich  Hongyu Ren RS
Frieda Rong  Yusuf Roohani  Camilo Rutz  Jack Ryan  Christopher R Darsa Sadigh Homogenization of... learning algorithms architectures  models

Y

Shiori Sagawa  Keshav Santhanam  Andy Shih  Krishnan Srinivasan  Alex Tamkin
Rohan Taori  Armin W. Thomas  Florian Tramér  Rose E. Wang  William Wang  Bohan Wu
Jiajun Wu Yuhuai Wu  Sang Michael Xie  Michihiro Yasunagn Jiaxuan You Matei Zaharia

Michael Zhang Tianyi Zhang Xikun Zhang Yuhui Zhang Lucia Zheng  Kaltlyn Zhou
Percy Liang™'
Center for Research on Foundation Mesdels (CRFM)

Stanford Institute for Human-Centered Artificial Intelligence (HAI)
Stanford University

Bommasani, Rishi, et al. arXiv:2108.07258 (2021).

1 Examples of Foundation Models

@ LG AlResearch
X ©LGChem

SLGens ! ELSEVIER
Google @ LG Blectronics

WANYANG UNIVERSIT

M WOORI BANK
SEOUL HOSPITAL

shutterste.ck

Al Generated KOREA

\ : ®LGut

roboflow

OpenAl’s
CLIP Model

- 30 -




O Foundation Models: Emergence

self-supervised learning + scale
In 1885, Stanford University was H
S 0 O———
IR o

= emergence

Find a word that rhymes: duck, luck; lunch,

Slide courtesy of Percy Liang @ Foundation Model Workshop, 2021

1 Foundation Models: Homogenization

Tasks

Question 9 |

k Answering ,,.
Data ) ’ Sentiment
< & . . Analysis
. A
Text | | ! .

Information _.

v J/Images ; Extraction \
- & Al o - Adaptation '
. a W Training Foundation Image
Qe Model 6 Captioning @
o _ Structured
* _ Data

v Object
= Ve Recognition
3D Signalsn @‘ a
" Instruction
6‘. Following ..~ %

—

Bommasani, Rishi, et al. arXiv:2108.07258 (2021).
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d Multimodal Embedding

Multimodal Data
Language Vision
Sign Speech
Language

s AN\

Bommasani, Rishi, et al. arXiv:2108.07258 (2021).

Common Embedding Space

-L Contrast

Foundation 4
Model

Analogy 2
in the same

Modality -b

in the same
Modality

Contrast

@ A A m
* :
OXgm MY o=

AO® q Nane

Swohitl

Analogy
Across
Modalities

Four
"‘ English Contrasts & Analogies
Across Subject Matters

Hine Tisa
English | Swohil

1 Foundation Models for Healthcare

Data Sources

Downstream Tasks

Healthcare ‘

Sources
Y & * 1 o
8 LR < ,
| B s
Care Providers Institutions Pharma
& P 8
-2 X
Payers Wearable Publications
(Insurance) Sensors Medical Forums
Modalities
1
XX
) | .
| Te
Image Video Graphs
X-Ray Ultrasound Onemic ol Corprnhy
i
= X
Tables & Text Time Series Sequences
P, Clrvac ol Rty ECG Genomics

Interface for Care Providers
* Diagnosis

* Treatment

o ' Lo ) * Summarization of Patient Records
Foundation
Model

Interface for Patients
Adaptation * Question Answering
* Assistive Care
* Community Health & Prevention

»,
Biomedicine @'l

- it
el . ‘&l/
=z - I 4
‘ ; | = O o]
S— 9
Personalized Drug Clinical
Medicine Discovery Trials

Bommasani, Rishi, et al. arXiv:2108.07258 (2021).
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1 Foundation Models for Genomics

Interpretable RNA Foundation Model from Unannotated Data for
Highly Accurate RNA Structure and Function Predictions

Jiayang Chen'', Zhihang Hu'', Sigi Sun®'**, Qingxiong Tan', Yixuan Wang'#, Qinze Yu'?,
Licheng Zong', Liang Hong', Jin Xiao', Tao Shen'”, Irwin King', and Yu Li*'&7#10

! Department of Computer Science and Engineering, The Chinese University of Hong Kong, Hong Kong SAR, China
*Research Institute of Intelligent Complex Systems, Fudan University, Shanghai, China
*Shanghai Al Laboratory, Shanghai, China
*Harbin Institute of Technology, China
*University of Electronic Science and Technology of China, China
“Institute for Medical Engincering and Science, Massachusetts Institute of Technology, Cambridge, MA, USA
"Wyss Institute for Biologically Inspired Engincering, Harvard University, Boston, MA, USA
*Broad Institute of MIT and Harvard, Cambridge, MA, USA
*Zelixir Biotech, Shanghai, China
1°The CUHK Shenzhen Research Institute, Hi-Tech Park, Nanshan, Shenzhen, China

Chen et al, doi: https://doi.org/10.1101/2022.08.06.503062

“RNA

Pre-Training Data
AAA NCGUU ---
CUANACAUA U

AUGA

NU-- (

CES

>23 million sequences
>800,000 species

Unknown Data
AGANCGUA
NACAUUAGC

UCCANGACU

K
|

?

Function

—> RNA-FM Forward

Training

+—>GCUANACAUA -+ U
|
R X M ing

A\
CUBNACAUA - U

RNA-FM

| Cross Entropy Loss |[€——————

v
Secondary Structure
Prediction

Multi-Head Self-Attention
Feed-Forward Network

Transformer Layer

x12

Structure-Related Tasks

Y Y
3D Closeness 3D Distance
Prediction Prediction

\ 4
UTR Function Prediction
5UTR  Coding Sequence
MRNA L I
Transiation

i

protein expression

Modal measurement

RNA-protein Interaction Prediction

Iy Structural | RNAFM
Seauence | | tormation  Embedding
1 ’: i EE
‘ CONN — REP-RNA
Interaction

\4
Other Structure
Related Tasks

Other Function
Related Tasks

Federated Learning
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U Big Data and Data Privacy Issue

GIO|E] 3%: 20204 2 4 3=, 8% 5 Al

- J1EYE 0|&: HO|HE 7|HIC 2 St= MER 7|&ME MH[29 7Y § MUN =EXZ =3t
Ste tstd A SAH %Y, S|

- ZHH BES| AMESE AE2 THAHE

— =

<> THQAPE 219 g &

g 25 99
lg Qo 4 QL. | 28847 YejHoe dad el oA o _
A3Y | o2 Rut 47 A%l ¢ | JuAA 59 ol MUY 59t olgA * Medical image, genome big data
B A 0]k A 2 7

o F e R Rl » Even after pseudonymization, there is a
sopge) A goe |18 590 591 g0 #80ks

M | 2o aora A oa gy | @ A8 potential of privacy infringement

pu | T0E TR FAS) g gy 0z
kL ® 204 7j24E £ » Challenges in the development of medical
O BEE Aok AoIR Y} ofL)7] Th2o] A3t o] xHo.8 artificial intelligence

QYL | ol AU dotE > WA A 48

AR R

1 Federated Learning, Swarm Learning

a Local learning b Central learning

Model Private data Model Private data

L%J = LJ =]

—
< Tioi 101 ‘
Swarm edge node © Swarm edge node
4 Parameters Parameters
Swarm network
€ Federated leamning d Swarm Leaming : Private permissioned

G blockchain network

Yo~ @y B A

aedge @ Model Private data +,Parameters  Parameters.” Model Private data

[©) & Bla
Lo"'n_‘l <j il A" on

& ] 0 o

Paratheter § Swarm edge node Swarm edge node

Warnat—Herresthal et al, Nature 594, 265-270 (2021)
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4 FL in the age of Foundation Model

PROMPTFL: Let Federated Participants Cooperatively Learn Prompts Instead
of Models — Federated Learning in Age of Foundation Model

Tao Guo, Song Guo, Junxiao Wang, Wenchao Xu
Department of Computing, The Hong Kong Polytechnic University, Hong Kong, China

Param Update  Aggregation  Param Update O
— —r | @
r % p— /i
{,* Tuned & Frozen _//»»»--b <-:_/// "‘0
~ — == Server Update -~ — oo e — chcralcd Server
-+ Local Update / /,/ \‘\\
( ’ /// ’,-’A‘\.‘ \\\\ \
gl &> .
‘,’// o User 1 Q User n
ST Backbo Prompt (@]
Prompt Learner £ CLIP Backbone &) Pmmpt Leamer £} V7SN E
P b & sl |aprled
t
Leamable Vectors Text  Cos Image ) ¥ Logits «— R
Parameters —> [Class] Encoder “ T~ Encoder | 1 "un Secure |5py g
Loss| 2 ___Inference " " @

L————» Classification Logits

Al-driven Diagnosis
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O Lung Cancer Detection (Lunit)

CXR Results CcT

connections

University Hospital

Development of a deep learning model consisting of a

25-layer convolutional neural network and 8 residual

Learning with 34067 normal X-rays and 9225 malignant

pulmonary nodule X-rays obtained at Seoul National

Francisco Medical

Center

Radiograph Clasification Performance Nodule Detect prmance

F1 Score (Precision,  JAFROC Rate of FP
Parameter AUROC  Semitivity (%) Specificity (%) Recall) FOM Senuitivity (%)*  Findings (%)"
Scoul National 092 790 (94/119) 95 (59%62) 87.0 [94.9, 79.0 0.885 699 (100/143)  0.34 [61/181]
Univenity 1708, 85.4) [86.2, 98.9] 162.0,76.9]
Haspital
Boramae 099 9211 (112/123) 98 (58/59) M4.9(99.1,91.1) 0.924 820(114/139) 0,30 [54/182]
Hospital [84.6,95.1) [80.2, 100) [74.7,87.6)
National Cancer 0.94 9 100 (70/70) 83.2(100,71.2 0.831 69.6 (S0V115)  0.02(3181]
Center [93.8, 100] 160.6,77.3]
Universiyof 0.9 93 (56/60) 91.2(95.1,87.6]  0.880 750 (78/104)  0.25 (37/149)
Califoria San [79.0,93.1] [83.6,97.8] [65.8, 824

[2] Lunit INSIGHT CXR (https:

[1] Sunggyun Park et al. Radiology, 2018

'www.lunit.io/ko/products/insight-cxr), accessed on 2021.07.05

d Bone Age (Vuno)

test used to determine the normal growth of

children and adolescents, and can be helpful

in the

timely treatment of musculoskeletal disorders.

Bone age testing is increasing due to an increase in

the number of patients with precocious puberty

and a high interest in height growth.

Al alone can give you more accurate results than

experts.

Use Al-generated results to improve physician

reading speed and accuracy.

Accuracy(%)

75%
70% 69.5%
65%
60%
55%

50%

45%
Al

Reading time
200
180

72.5%

O AtA OJAtB O|AtA 2| AB
+Al +Al

S| AFA O|AtB O|ALA OJAIB
+Al +Al

[1] Kim JR et al, AJR Am J Roentgenol, 2017
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O COVID-19 Detection by CXR

Park et al, MEDIA, 2021

SEDUTO

o
rooxene ey HRUY (0

i

KAIST x (tg Promedius 73100

(A) Shared layers between two tasks (B) Separated task-specific heads

Transformer Encoder

Inpu‘t CXR (X) Classification task

-

H+—
Probabilities for each class

Attention cLs Normal: 0.01
——————————————————%|
L) head
<0

Other infection: 0.08
m COVID-19: 0.96
Y
=
x Bl [class] token
Backbone Using PEAM 1
(pre-trained)
i & pos 1 2 = COVID-19 S: i
Positon smbedding E,. ’E_’ Severity quantification task SoRy
—s=——] ﬁ ™
h
e S S I -
& ["F=7| Transformer Combin ‘
eshape MAP head (N) +
o] © EnCOder :)—o ROI Max-Pooling
=N G =
3 e : 7-‘ :
o | &
= = T
.= —’H—o L/
F | 256 \ )

VA
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d COVID-19 Detection by CXR

Park et al, MEDIA, 2021

Procedure by Clinical expert Clinical expert diagnose by aggregating of low-level features,
considering their location and multiplicity.

CXR Image

Clinical expert’s view Clinical expert

consolidation in lower lung zone.”

%

Procedure by Our model

Transformer diagnose by aggregating low-level feature map
CXR Image (16 x 16 patches) with their | tion and multiplicity.

Low-level feature map

(16 x 16 x 1024) Example of feature map

Backbone Transformer | “COVID-19"

“Multiple opacity and
consolidation in lower lung zone.”

Al-driven Prognosis and
Prediction
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1 Sepsis Prediction

Severe infection by microorganisms, o=,
mortality: early 20-35, septic shock: 40-60% S v e

— "
Electronic health record o N
(temperature/pulse/respiratory rate/blood . ‘“"‘f L::‘
pressure/leukocyte count on blood test, etc.) B =
and SOFA score (respiratory | - -
system/nervous system/circulatory el e v
system/liver/coagulation/kidney) "m/ — - ong| W
Early diagnosis of sepsis Artificial e e G
intelligence (Al) technology Compared to ] F~~4 ) i te

medical experts, it was confirmed that the W

early diagnosis of sepsis was increased by . [
32% and the false-positive rate was —
lowered by 17%.

[1]1 KH Goh et al., Nature Communications, 2021

O Blood Sugar Level Management
IBM, Meditronics

Meditronic, IBM Watson

Guardian connect CGM technology:
Manage blood sugar in daily life by
linking with mobile app

Send blood glucose readings to mobile
app every 5 minutes

Predict a patient's hypoglycemia within
1-4 hours with 98.5% accuracy

See your current
glucose instantly

Event
markers

Bringing the patient's blood sugar levels
to normal for an average of 39 more
minutes per day.

Your glucose
history

Wireless rechargeable
transmitter
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d Arrhythmia Classification

o Predictive research using electrocardiogram (ECG) signals
o Combining Convolutional Neural Network (CNN) and Long Short—-Term Memory Model

(LSTM) to Classify Arrhythmic Disorders
o Most of the various types of arrhythmias show more than 99% accuracy.

ECG

Accuracy: 99.23%

94.0% 0.0% 0.4% 0.2% 0.0%
< 359 0 45 2 0
Classification Part
0.3% 99.8% 0.0% 0.1% 0.1%
A 1 1181 3 1 1
] 1 ] Outgut ;
_|

APB

Encoder Part

<8 o] 42% 02% 99.4% 04% 14%
EihvE z 16 2 11162 4 15
A £

i dﬁc & =l

1.0% 0.0% 0.0% 99.4% 0.0%
4 0 3 1094 0

0.5% 0.0% 0.1% 0.0% 98.6%
2 0 16 0 1093

APB LBBB NSR RBBB pvC

Target Class

LSTM Network

PVC RBBB NSR LBBB

Decoder Part

Decp CAE Maodel

[1] Yildirim, Ozal, et al., Computer methods and programs in biomedicine, 2019

O Detection of Heart Failure using
ECG

- [1] Automated detection of arrhythmias using different intervals of tachycardia ECG segments

Input(ECG) = ~ Loyer 0 Loyer1 Loyer2 Loyerd Loyer & Loyer5
{ —_— =
1 I
I I 0

Normal | - - ~ -

1 ‘
1 I
1 1
| o=
\ Abnormal I Layer 11 Layer 0 Loyer 9 Loyer8 Layer? Loyer &

- e =

« [2] Congestive heart failure detection

s g
'@ —
’7/ - ) © 5@ rowuaL
4 onvi cona o < e ® ov
. ~ I < 1 e

1000 \ wsao | w000 i re 1. CLASSIFICATION
INDIVIDUAL e e °

2. VIZUALIZATION OF
,,,,,,,,,,,,,,,, ; [1] Acharya, U. Rajendra, et al., /nformation Sciences, 2017
[2] Porumb, M. et al., Biomedical Signal Processing and Control, 2020
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Workflow

O Segmentation




O Image Registration

Contras(tg\Q
agent £ /
Pre phase ¢ / Artery phase

Portal phase

Delay phase

O CycleMorph: Kim et al, MEDIA,

2021

Boah Kim er al. / Medical Image Analysis (2021)

}

———————
Registration Spatial
network - =¥ transform
T
Gx ) Pxy
U 2 A
/1 | Registration Spatial
/ ,,..: network — =+ transform —»
PR
T
Y s_Gy_a ¢YX T X’

r—
Registration
network

Registration
network

Gy

¢XY

Spatial

| = transform —»
i

i
f

>

J4

14
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O Multiphase Liver CT Registration

Artery phase — Portal phase

Original Fixed
artery phase portal phase

Unenhanced Arterial Portal Delayed : Unenhanced Arterial Portal Delayed

Unenhanced

Arterial

Delayed




Source CycleMorph (global) CycleMorph (multi) Target P gtobal Pfinal

0.684/0.868 /0

Image Enhancement




National Institute of
Biomedical Imaging
and Bioengineering

AB AMERICAN ASSOCIATION
?r’ of PHYSICISTS IN MEDICINE

CLINIC

CT Clinical
Innovation Center

* Radiologist-selected abdominal CT patient
cases (10 training, 20 testing) with noise
inserted to simulate lower dose acquisitions

* Projection data converted into an open
format (user manual and reading tools
provided)

- Apr 2016: Participants submit
reconstructed images or denoised
images to AAPM website

- Jun2016: Images read by
radiologists at the host site

- Aug 2016: Winners announced
at AAPM Annual Meeting

www.aapm.org/GrandChallenge/LowDoseC

d AAPM-—Net: first deep learning for low—
dose CT

High SNR band Residual learning

.:... ﬂ : Low-resolution image bypass

Wavelet /
transfor

»

CNN

:

L LI

(Kang, et al, Medical Physics 44(10))
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d Low—dose CT: Kang et al, 2017

Full dose Quarter dose

O Low—dose CT: Kang et al, 2017

Full dose Proposed




(AiCE

Integrated Intelligence

See through the noise

World's 1st Deep Learning
Reconstruction for CT

: TrueFidelity |
) GE Healthcare ik e Al

How the best see bet

d Low—dose CT Denoising without Reference

» Multiphase Cardiac CT denoising
— Phase 1, 2: low-dose, Phase 3 ~ 10: normal dose
— Goal: dynamic changes of heart structure
— No reference available

Phase 1 Phase 3 Phase 8

%R-R Interval 0 30 80 0 k(] 80 (ms)

Kang et al, Medical Physics, 2018 94
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d CycleGAN Denoising for Low-Dose CT

Kang et al, Medical Physics, 2018

> Lcyciel

XaAB
fof XpaB
Qt ‘ | Gas J‘_’ A
".I - - “M.
> Ligentity2 «
2 Lcyr:lez

Lose dose (6%) - high dose

Input: phase 1 Proposed Target: phase 8 Input- output
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O Ultrasound image

v" To overcome the image quality degradation in 3D Ultrasound

= Compared to 2D, 3D plane images have many artifacts

* |In particular.,, B/C plane artifacts are sever.

d Unsupervised Learning by CycleGAN

3-D US image

2-D Quality US image

Neural Network
<Generator>

Neural Network
<Discriminator>

O
O
SR =4

(
C

(Y
U\

)
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O Switchable Architecture

(a)

9 3| B| P

(b)

sllelomeon

'AdalN Code Generator
$ 3x3 Convolution with stride=2
E> Bilinear upsampling + convolution
@ 1x1 Convolution with stride=1
() 3x3 Convolution with stride=1 + InstNorm + ReLU
D 3x3 Convoluton with stride=1 + InstNorm + Adaptive InstNorm + Leaky RelLU
Fully Connected Layer
Q Fully Connected Layer + ReLu
¢ 4x4 Convolution with stride 2 + Leaky RelLU
C> 4xd4 Convolution with stride 2 + InstNorm + Leaky RelLU
. 4x4 Convolution with stride 1 + InstNorm + Leaky RelLU
’ 4x4 Convolution with stride 1

GYN A-plane

GYN B-plane

- B0 -




OB A-plane OB C-plane

> 3 R
‘ v
o’
3 .

F &N

-

c".‘.

d Unmet Needs in MRI

U MR is an essential tool for diagnosis
U MR exam protocol : 30~60 min/patient
v" should increase the throughput of MR scanning
O Cardiac imaging, fMRI
v" Should improve temporal resolution
O Multiple contrast acquisition in a short time
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1 Accelerated MRI

k-space, measurement space

Image space

J Accelerated MRI

Reconstruction
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1 Deep Learning for Accelerated MRI

(a)

Image domain learning

Direct mapping

k-space learning

] Diffusion models for accelerated MRI
H. Chung, et al, MEDIA, 2022

Reverse SDE

X Xi—1

Xty2 Xy

Xis1
&

J0301paid
!
Aouajsisuood
ejeq
'
10}084409
!
Aouaysisuoo
eleg

Imposing data consistency step for every iteration
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Zero-filled Supervised Proposed Ground Truth

» Agnostic to sampling patterns » High frequency details preserved

TV U-Net DuDoRNet Proposed Ground truth
(a) 32.23/0.859 (b) 27.1410.644 (c) 31.79/0.717 (d) 34.67/0.910 (e)

@R @ AR @)

b

-29,15/0.836 28.4_3!d.814 33.50/0.884 33.16/0.892

\5_/ . ~, ::(

— 5 : - ’ by

Sl 5 il

. . . . et |
n & 5 t . 2 J= ] ' ,'_l" 1 ain & =

+ Agnostic to contrast + Agnostic to anatomy
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TV U-Net
29.55/0.558 29.10/0.863

27.884,0.855

i3

Agnostic to contrast

Oversight Al

DuDoRNet
29.67/0.832

Proposed

31.68/0.874
i

| 80.940.868

| 31.1440,897

. F -
. aY
4 & L oW
N

Agnostic to anatomy

Ground truth




d MedViLL: Single Stream VLP for CXR

Chest x-ray Image & Radiology Report

FINDINGS:
Borderline heart size, similar. No pneumothorax. No effusion.

Mildly increased pulmonary vascularity, more prominent.

Segmental elevation left | phragm. Tortuous calcified aorta.

Mimmal basilar atelectasis. Probable scamng night costophrenic angle.

IMPRESSION

Mimmal bibasilar atelectasis

Moon, Jong Hak, et al.
. Diagnosis Classification Multi-modal understanding
W and generation for medical
images and text via vision-

A Modical Image-Report'Retrieval language pre-training." arXiv
MedViLL | preprint
‘ Medical Visual Question Answering arXiv:2105.11333 (2021).
Radiology Report Generation
Multi-modal Pre-training Model Visual Language Understanding & Generation

1 MedViLL: Single Stream VLP for CXR

Image Report Matching Masked Language Modeling
______________ ) {+]
Bidirectional Auto-regressive 1 | Matching/Non Matching | heart
Self-attention mask : R S
| t t

(C) Joint Embedding

"ﬁ'm\_l [ Ho | Hws

- 56 -




d MedViLL: Single Stream VLP for CXR

| . B

(a) Moderately severe pulmonary edema is new

and is accompanied by small bilateral pleural effusions.

(b) Heart size borderline enlarged. No pleural abnormality.
Lungs clear. Normal pulmonary vasculature.

(a) Attention map visualization.

Original Report:

The ET tube tipis ...

The NG tube tip is proximally located
with its tip being in the proximal
stomach just below the cavoatrial
junction and should be further
advanced.

Generated Report:

the endotracheal tube tip is 3. 5 cm
above the carina . a nasogastric tube is
seen coursing below the diaphragm
with the tip not identified on the image

Original Report:

Compared to the previous radiograph,
the patient has undergone a VATS
procedure. No pneumothorax.
Unchanged position and course of the
pacemaker.

Generated Report:

in comparison to _ _ . the patient has
been extubated and the nasogastric
tube has been removed . there is no
evidence of pneumothorax . otherwise ,
little change

(b) Radiology report generation analysis.

O Medical X-VL: Dual Stream VLP

Image-report data corpus

Report

“There are no change in the
extent of known opacities
observed in both lungs.”

Pre-trained VL model

Medical
X-VL

........

Downstream tasks

Retrieval

Report

Generation

Vision Question

Different domain

Answering

Efficient adaptation

Diagnosis

Error Detection
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1 Medical X-VL: Dual Stream VLP

Park, et al. arXiv preprint arXiv:2208.05140 (2022).

Image-report data corpus Downstream tasks

Pre-trained VL model

Retrieval

Report
Generation

Report

Vision Question
Answering

“There are no change in the
extent of known opacities
observed in both lungs.”

Diagnosis

Error Detection

Efficient adaptation

O Medical X-VL: Dual Stream VLP

Park, et al. arXiv preprint arXiv:2208.05140 (2022).

Ensemble
B
MM I™ ™ MLM
$ 1 t L Momentum teacher
= Shared £ )
Alternatin Momenti
. ! A
Multi-modal X-attentiorgu Multi-modal Image encoder
Fusion Encoder Fusion Encoder
EMA
Momentum
(] o0 n,-. Contrasnve‘ﬁ(\ - W » Text encoder
Learning
Gr——
Distillation
Image Encoder Text Encoder
Momentum
Multi-modal
1 t encoder
] ERTIaL | (CLS) there = s« both [mask] [EOS] S "
- 1 - I Keyword-weighted
i 3 masking
8 1k ,
i i “There are no change in the extent of known
i " % ‘ opacities observed in both lungs.”

Image Report
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1 Medical X-VL: Dual Stream VLP

Park, et al. arXiv preprint arXiv:2208.05140 (2022).

A Right-left orientation confusion

AUC = 0.759 + 0.067 True: In comparison with the study of ___ the monitoring and support devices
are unchanged. there is again substantial enlargement of the cardiac silhouette
with pulmonary vascular congestion and bilateral pleural effusions more
prominent on the right.

Wrong: In comparison with the study of ___ the monitoring and support
devices are unchanged. there is again substantial enlargement of the cardiac
silhouette with pulmonary vascular congestion and bilateral pleural effusions
more prominent on the left.

Corrected: In comparison with the study of ___ the monitoring and support
devices are unchanged. there is again substantial widening of the cardiac
silhouette with pulmonary vascular congestion and bilateral pleural effusions
more prominent on the right.

B  Patient-report misregistration
AUC =0.981 + 0.025

Wrong: The patient remains intubated with the ET tube tip is 7 cm above the
carina. The NG tube tip passes below the diaphragm with its tip not clearly seen
on the current examination. The right internal jugular line tip is at the level of mid
SVC. The patient is in pulmonary edema, moderate, progressed since the prior
study, associated bilateral pleural effusions.

Suggestion: Single portable view of the chest. Lower lung volumes seen on the
current exam. Patchy region of opacity identified at the left lung base.
Elsewhere, the lungs are clear. The cardiomediastinal silhouette is within normal
limits. Tortuosity of the descending thoracic aorta is noted.

O Medical X-VL: Dual Stream VLP

Park, et al. arXiv preprint arXiv:2208.05140 (2022).

Label: The patient is status post median sternotomy. Left-sided pacer Label: Mild post-op. Beus and a small amount of pneumoperitoneum.

device is seen with leads extending to the expected positions of the fight

atrium and right ventricle The Generated: Mild post-0p. lleus and a small amount of pneumoperitoneum.
‘contours are unremarkable. There may be minimal cenitral

vascular engorgement without overt pulmonary edema. No large pleural
effusion is seen. There is no evidence of pneumothorax or focal
consolidation. The lungs appear relatively hyperinfated.

Gcmnlod Patient is status post median sternotomy CABG and left-sided
dual-chamber pacemaker device with leads terminating in the fight atrium

and right ventricle. NIIGHIIIGAEGAN 's unchanged. Mediastinal and hilar

contours are similar. There is mild pulmonary vascular congestion. No

focal consolidation pleural effusion or pneumothorax is present. No acute

osseous abnormalities detected
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